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A NOTE ON AN ‘ERRORS IN VARIABLES’ MODEL

ToNY LANCASTER
University of Birmingham

We consider an errors in variables model in which the ‘true’ part of
the determining variable is generated by a simple forecasting mech-
anism. It is shown that the Least Squares errors in variables bias can
be interpreted in terms of the parameters of the forecasting mechanism;
and that the ‘standard’ result for this bias may no longer hold in this
situation. An empirical illustration of the results is given.

UPPOSE that economic theory leads us to the following behavioural equa-
tion:

C,-;=a+k‘-Y:1-|— Uit~ (1)

C is an observable economic variable; « and k are constants; and U is an unob-
servable random disturbance in the equation distributed independently of Y*.
Y7 is a variable which represents the forecast, made by the 4t individual in the
¢'th period, of the value of a second variable, ¥, one period hence. Y7} is a
forecast of Y ;1. To fix ideas we could interpret C;; as the current consumption
of the 7 household, Y, as its income and Y} as its current forecast of its next
period’s income.!:2

By its subjective character, Y* is a variable on which it may be difficult to
secure observations. Indeed, it is only one example of a whole class of variables
which have recently appeared in econometric equations and which raise the
same difficulty for the same reason. Though this class of variable does not ap-
pear to have a name, examples of others of similar type are: ‘desired’ inven-
tories, ‘planned’ output, ‘normal’ price, ‘permanent’ income, ‘expected’ sales,
and so on.

A problem that arises with models of this type is that of examining the rela-
tion between « and k and the coefficients in the regression of C; on some readily
observable variable related to Y*. Suppose in particular that one computes the
Least Squares (Ls) estimator of C;, on Y, for n sample observations, i.e. one
uses actual income and not next period’s forecast income as the determining
variable. The analogous procedure with other economic variables of the same
class would be the use of, say, actual inventories instead of the desired level,
actual price instead of normal price, actual output instead of planned output,
ete.

Analysis of the Ls estimator has sometimes been based on the assumption
that the differences between actual and forecast Y could be assumed to behave
like random measurement error, and then the classical theory of errors in varia-
bles has been employed.? The conceptual differences between Y* and Y have

1 We do not, of course, suppose this to be a good consumption-income model.

2 Note that since we are going to consider samples of individuals at the same point of time the operative sam-
pling subscript is ¢. The ¢ subscript enters in because events of several periods are relevant to the behaviour of each
individual at any given time. The actual time we are considering here is the ¢'th period also referred to as the cur-
rent period.

8 of. Liviatan (3).
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been treated as though Y was merely an imperfect empirical approximation
to Y*

An outline of this errors in variables analysis may be briefly given as follows.
The measurement error in Y is denoted by Y;*, hence ¥, = Y*+ Y7*. This error
is assumed to be uncorrelated with U; and Y7 in the sense that their sampling
covariances tend to zero as n becomes large. Then assuming that the variances
of Y* and Y** tend similarly to constants denoted by ¢ with an appropriate
subscript we have the well known result on the Ls estimator,

2
plim £/k = — 2%, @)
2 2
O

where £=Zcy/Zy%* The Ls estimator is asymptotically biased in the direction
of zero, in general.

Suppose now that each household forecasts its next period’s income in the
way described by the model of adaptive forecasting,® the simplest version of
which may be described by,

Yie= Vi + B(Yee— Yid) + Vie = Yiees & BEst + Ve, 3)

B is a constant, which has been called a coefficient of adaptive expectations;
V. is a random disturbance in the equation allowing for unsystematic influ-
ences on the forecast and assumed distributed independently of ¥, and Y} .
Yu—Yj;_, (=Ey) is the error made by the 5" household in its last period’s
forecast of its current income. It will be referred to as the forecast error to
distinguish it from the ‘measurement error’, ¥;*. This equation tells us that,
apart from the disturbance, the forecast is adjusted from period to period by a
proportion of the forecast error.

Let us consider the previous result on the large sample errors in variables
bias in the light of this further specification of ¥Y*. A necessary condition for
(2) to hold is that the sampling covariance of Y} and Y;* tends to zero as the
sample size increases, that the true and error parts of ¥ be uncorrelated. But
combining (3) with the definition, Y3;*=Y;,— Y3* tells us that,

Yii = (1 —B)-Es — Vi, )

The ‘measurement error’ is equal to a proportion of the forecast error less the
disturbance term in the forecasting model. Using (4) and (3) we then find,

Ey::y:‘:* = I3(1 - AB)O'i - U: + (1 - :3)0'0‘1/‘1—11 (5)

where the ¢?’s denote the population variance of the forecast errors and of
V.o =E@Wa—yi1) vk 1, and on the special assumption that forecasts and

4 Small letters will, throughout, denote variables measured from their means.
s cf. Nerlove, (4), among many other descriptions of the model.
8 At the given time, ¢.



130 AMERICAN STATISTICAL ASSOCIATION JOURNAL, MARCH 1966

forecast errors are uncorrelated” we may set this term at zero, and (5) reduces to

Eyiyi = B(L — B)o. — au. ©)
Since there is no reason to suppose that (6) is equal to zero we see that there is
no reason to suppose the sampling covariance of Y* and Y** tends to zero,
and if it does not the result (2) is no longer correct.®?
If we continue to assume that forecasts and forecast errors are uncorrelated,
a very simple alternative expression for the large sample bias in Lsof C on ¥
may be derived. The assumptions in full are,

Eyiyui = Besui = Eeipi, = Eyfz_lvu = Eyires = 0. i=1,---n ()

These assumptions state that the disturbances in the two equations (1) and (3)
are uncorrelated with the right hand determining variables in equation (3),
and that the forecasts and forecast errors are uncorrelated. Using assumptions
(7), together with (1) and (3), the numerator in the Ls expression is, in expecta-
tion,

E Zciyi = KE Eyttyu + E 2wy,
kE Z(y:e_l + Beir + vir) Yy,
2 2
= nk(Bo. + a,,"_l). 8)

It

The denominator is similarly,

E 2(yi — Yirr + yir0)?

E 2(yi — yien)® + E Zyis

= n(os + 0, _)- ©)

E Zyi,

Assuming that numerator and denominator tend in probability to (8) and (9)
respectively an expression for the probability limit of the vLs estimator is,

2 2
plim Bk = 27e T (10)
2

2
oe + U"'t—l

7 This does not seem unreasonable. In an economic context we could think of the forecasts as being generally
positive and the forecast errors as being equally likely to be positive or negative for any level of the forecast.

8 Positive correlation between Y* and Y** could be interpreted as follows. Where current income exceeds the
value forecast for the next period, that forecast is relatively high because, owing to current income being high, the
forecast has itself been increased. Where current income is less than the value forecast for the next period that fore-
cast is itself relatively low owing to its being adapted to the low current income.

9 A comment on Friedman’s “Theory of the Consumption Function” (1) may be helpful here. In equation (1),
interpreting C as consumption, Y* as permanent income (very broadly average expected income) and setting a =0,
with 4, the operative subscript, denoting a household, we have Friedman’s cross-sectional consumption function
model. Interpreting Y as current (‘measured’) income then Y** ig the transitory component of income. Now if we
make the assumption that each household forms its permanent income in the way described by equation (3)—an
assumption Friedman did not make—then our results tell us that the transitory and permanent components of in-
come can be expected to be correlated. It follows that the result (2), which was the basis of much of Friedman’s
empirical work and which he wrote as b =kPy =k-o%*/s%,s, is false. But, to repeat, Friedman did not make the
assumption that each household formed its permanent income according to (3).
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But by the assumption that forecasts and forecast errors are uncorrelated,
the variance of the outcomes, Y, is equal to the sum of the variances of the
forecasts Y._," and the forecast errors F,. That is,

2 2 2

oy = 0yt + 0 (11)
and dividing through by o> we have,
2, 2
g, _ (P
it R M U}
2 2
Oy Oy

where p? may be interpreted as the proportion of the variance of the outcomes
‘explained’, in the population, by the forecasts. Our result may then be more
interestingly written,

plim k/k = B(1 — p?) + p? = p2(1 — B) + B. (12)

That is to say, the proportionate Ls bias is equal to one minus a weighted aver-
age of unity and the coefficient of adaptive expectations, or alternatively, to
one minus a weighted average of unity and the square of the population cor-
relation between forecasts and outcomes. The proportionate bias is, as in the
errors in variables expression (2), in the direction of zero, given that 0<g<1
and p?<1. The size of the bias depends upon the accuracy of the forecasts, as
measured by p?, and upon the proximity of 8 to unity. Some particular cases are,

1. p2=1; Proportionate bias = 0,
2. p2 =0;  Proportionate bias = (1 — B),
3. B =1; Proportionate bias = 0,
4. 8 =0; Proportionate bias = (1 — p?).

In particular, the bias vanishes only when forecast and actual incomes are per-
fectly correlated or when the coefficient of expectations is unity, so that, apart
from a random disturbance, the forecast of next period’s income is the actual
value of income in the current period.

Since (3) is only the most simple version of the model of adaptive forecasting
it is worthwhile presenting the analogous results for the case in which the
individuals are forecasting from a slightly more elaborate model. The obvious
modification is to include a trend in the forecasts, for example, by writing,

Yi=(04a) Yia+ B0+ &) (Ye— Yier) + Vi (13)

Here the forecast is equal to (1+a) times the forecast that was made for the
current period, plus a proportion of the current forecast error also multiplied
by the trend constant. « is assumed constant over ¢. For a=0 the model reverts
to the previous one. If we make assumptions analogous to (7) except that V
is replaced by V’, and in particular continue to suppose that forecasts and fore-
cast errors are uncorrelated, we easily derive,

plim £/k = (1 4+ &) (B(1 — p?) + p?), (14)
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which is analogous to (12). One difference between (14) and (12) is that even
though B and p? are less than unity, the Ls bias may, on the two parameter fore-
casting model, be away from zero if « is sufficiently great. The reason for this is
most easily seen if in equation (13) we set =1, which shows that in this case,
on average, Y= (14a)Y, by virtue of the multiplicative trend in the fore-
casts.

As investigators may attempt to analyse the problem of ‘subjective’ deter-
mining variables as one of ‘errors in variables’, they may also attempt to resolve
the problem of estimating the relation between C' and Y* by the method of
instrumental variables, (IV), which is a standard solution for the errors in
variables problem [2, p. 165]. The question arises, on our interpretation of ¥*
is it still true that instrumental variable estimation of the relation between the
observables, C and Y, will provide a consistent estimator of k, as it does on the
standard assumptions about the measurement error? Consider the estimator
with instrument denoted by Z,

2Cikit

E= 15
ZYiRie (15)

The standard assumptions under which % is a consistent estimator of & are that
Z be uncorrelated with Y** and with U, and correlated with Y. Using (3) and
(1) we may expand the estimator to find,

*
_ k( Zyi1zi + B Zewzic + Zvizir) + Zusizis

k (16)

*
ZYi12i T ZesRae

Evidently and in general it is necessary to assume that the instrument is un-
correlated with U, the random term in the relation between C and Y*; with V,
the disturbance in the forecasting model; and with E, the forecast error. It
must also be correlated with the current forecasts, ¥;* ;. Where these conditions
are satisfied the IV estimator will be a consistent estimator of k&, under general
conditions. The assumption that the instrument is uncorrelated with the fore-
cast errors is analogous to the assumption that it is uncorrelated with the
measurement errors in the usual model.

We now give some calculations which may be interpreted as estimates of the
quantities B, p? and k. The data is 12 consecutive cross-sections of observations
on the ordinary dividends and gross income!® of 23 British public companies.
We shall work with the model described by equations (1) and (3), where C is
dividends, ¥ income and the ¢ subscript denotes the firm and runs from 1 to 23.1!
The variable Y*, however, will not be interpreted as a firm’s forecast of its next
year’s gross income for this would be a somewhat idiosyncratic model. Instead
Y* will be interpreted as a firm’s estimate of its average anticipated gross in-
come over some short future horizon and we shall refer to it as ‘expected
income’ for brevity. But we shall still suppose that firms form their estimate of

10 j.e. profits before deduction of a depreciation allowance, but after tax.
1t A detailed account of this application of the model will be published in the near future.
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TABLE A. FORECAST ACCURACY AND LEAST SQUARES BIAS

Year B k/E p? c

(1950) 2 .760 .904 .60 .43
3 .690 .909 .71 .18
4 .559 .832 .62 1.46
5 .310 .829 .75 .18
6 .429 .729 .53 1.11
7 .457 .666 .38 2.05
8 .784 .912 .59 .87
9 .851 .951 .67 .14
10 .722 .896 .62 1.45
11 1.091 1.034 .63 .44

(1960) 12 .949 .964 .29 .24

Mean .691 l .875 .58

Notes: § and k are estimates of 8 and k formed from the coefficients of income and lagged dividends in equation
(17). £ isthe Ls slope of dividends on current income alone in each year. C is the standardised proportionate change
in mean group income in each year, taken as positive. The sample is 23 British public companies in the Electrical
Goods Manufacturing Industry. Dividends is total ordinary dividends distributed in the accounting year, net of
tax. Income is Trading Profit plus Non-Trading Income after tax and payment of debenture interest but before
deduction of depreciation.

‘expected income’ according to equation (3). Hence ¥ — Y}", is not now strictly
a forecast error but is a deviation of current income from the level that had
been expected to hold, on average, in the near future, and p? is now a measure
of the correlation between current incomes and the previous expected average
level.

Combining (1) and (3) we derive the relation between observable variables,

Cii=Ba+Bk-Yii+ (1 —B)Cims + Wy 17

which we shall estimate in the 11 consecutive years for which observations on
the three variables involved are available. 8 is only assumed constant over
firms, it may vary from year to year.!? We also estimate in each of these 11
years the Ls regression of dividends on current income, C' on Y, giving us £.
Hence if we consider equation (12), we have computed £, what we take as
consistent estimates of 8 and k may be derived from the coefficients of current
income and lagged dividends in (17), and so we may form an estimate of p? in
cach year. These estimates are listed in Table A.

The first column lists the year to year estimates of 3, the second lists our

12 In the derivation of (17) from (1), and (1) lagged one period, it is assumed that k is the same in eachsuccessive
pair of years and hence constant over all 12 years. If, in fact, it changed from year to year a term in k;/k¢-1 enters
multiplicatively into the coefficient of lagged dividends in (17). If the changes in k from year to year were relatively
small, ag evidence suggest they were, we may conveniently ignore this term.

Furthermore, it is possible to argue that, since the income of firms was on balance rising over these 12 years,
1949-60, the two parameter forecasting model described by (13) is more appropriate to the data. If this is so, the
coefficients of income and of lagged dividends in (17) become 3(1 +a)k and (1 —E)(I +a) respectively. Where « is
small relative to 8 and to the standard errors of the coefficient estimates, say of the order of .05 on average, there is
justification for ignoring it in the determination of 8 and k from the estimated coefficients.

A final point is that the assumption that 8, and also « if this term is included, is the same for all 23 firms in
any year is a very strong one and (17) must be considered a rather crude model of the dividend-income relation.
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estimates of the ratio of the Ls estimator of k to % itself—one minus these
values gives an estimate of the large sample Ls bias in each year. Column 3
lists the derived estimates of p?, the square of the correlation between current
and expected average gross income. The estimated Ls bias varies from about
zero to — 339, with a mean of about —129%, and the estimated coefficients of
adaptive expectations vary from .3 to about unity. The implied estimates of
p? vary from .29 to .75 with a mean of .58.

One test we might run in order to check whether our interpretation of the s
bias is at all accurate is to see whether the calculated values for p? vary from
year to year as we might expect them to. p? measures the correlation between
actual incomes and the levels that had been previously expected to obtain on
average in the near future, according to our interpretation of the model. Tt
seems reasonable to suppose that this correlation would be smaller in years
when the income of firms, on average, has changed unusually over its level in
the previous years, than when it has changed by a more normal amount. Let us
suppose, in fact, that p? is a decreasing function of the extent to which the
change in income over the previous year has been extreme. We measure this
latter variable by taking the proportionate change in the mean income of the
23 firms in each of the 11 years, subtracting from it the mean proportionate
change, and dividing through by the standard deviation of these changes. This
gives us the standardized proportionate change in mean income and, taken
without regard to sign, it is listed in column 4 as C. The larger is C the more
‘unusual’ was the change in mean income of the group relative to its experience
over these 12 years. We now expect to find a negative relation between C and
#%, and the data is plotted in the scatter diagram.

There appears to be a negative association between C and p2. If we include
all 11 observations the correlation is —.34. If we omit the outlying observation
for year 12, circled, the correlation is raised to —.81. The latter is significant
at the 59 level by a z test, although the former is not.’® 1 This suggests that
our model is, in fact, relevant to the relation between business dividends and
income, and that our interpretation of the Ls bias in the regression of dividends
on current income is not inaccurate.

The problem has been to examine what happens when one uses actual rather
than forecast values as an explanatory variable in a Least Squares regression.
This is a specification error that may arise by a mistake on the part of the
investigator or by his supposing that actual levels could be used as an empirical
proxy for the correct, forecast, values. On the assumption thst the forecasts are
generated by a very simple forecasting model, we have derived an expression
for the Ls bias in terms of two parameters of this model. It has been pointed
out that analysis of the consequences of using actual rather than forecast
values as determining variable in terms of a measurement ‘‘error in the vari-

13 There are, in fact, grounds for treating all results for year 12 (1960) as suspect. These have to do with the
impact on the data and model of the abolition of the discriminatory tax on distributed profits in 1959. o

M It is of interest that there is quite a strong direct correlation between our estimate of the Ls bias, £/, and
the change in income, C. Excluding year 12, the correlation is —.66. If we include year 12 the correlation is, in fact,
better than that between C and p?. This suggests that our estimate of 8 is badly out in the final year.
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Change in Group Income
.8 <
X
X
.6 X % %
P‘z X
.4 X
.2
0.0 .2 4 .6 .8 1.0 1.2 1.4 1.6 1.8 2.0

Income Change (C)

ables’’ model may be inaccurate in this case, and is anyway less easy to interpret
economically than the preceding result.®

Our analysis may also be carried over to situations in which the correct de-
termining variable Y*, is not strictly a forecast of next period’s value of Y, but
is something looser, for example an anticipated average value of Y, or an esti-
mate of the ‘normal’ value of Y. All that is required is that this average or
normal value be generated by the adaptive model (3) or some variant on this,
though of course 8 and p? require to be reinterpreted according to the particular
context.

We have also pointed out that while the analysis of the problem as one of
errors in variables is likely to be incorrect, an errors in variables solution to the
estimation problem, the method of instrumental variables, may still provide a
consistent estimator. The basic requirement for consistency is that the instru-
ment is uncorrelated with the current forecast errors.

Finally, an empirical illustration of the results has been given which offers
support for the analysis and suggests that the model is relevant to the relation
between company dividends and income.
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