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Introduction

This book is an introduction to the Bayesian approach to econometrics. It is written for students and researchers in applied economics. The book has developed out of teaching econometrics at Brown University where the typical member of the class is a graduate student, in his second year or higher. If he is an economics student he has taken in his first year a semester course on probability and random variables followed by a semester dealing with the elements of inference about linear models from a classical point of view. It is desirable that the reader is familiar with the laws of probability, the ideas of scalar and vector random variables and the notions of marginal, joint and conditional probability distributions and the simpler limit theorems. It could, therefore, be studied by upper level undergraduates, particularly in Europe and other countries with European style undergraduate programs. The mathematics used in the book rarely extends beyond introductory calculus and the rudiments of matrix algebra and I have tried to limit even this to situations where mathematical analysis clearly seems to give additional insight into a problem.

Some facility with computer software for doing statistical calculations would be an advantage because the book contains many examples and exercises that ask the reader to simulate data and calculate and plot the probability distributions that are at the heart of Bayesian inference. For simple cases these sums can be done in, for example, Matlab or one of the several variants of the S language. I supply code written in S for many of the examples. More complicated calculations rely on purpose built Bayesian software, specifically a package with the unlikely name of BUGS, and to make full use of this book it is necessary to obtain and learn to use this package.

Whether it useful to have previous knowledge of econometrics is debatable. On the one hand it is helpful to have some understanding of the method of least squares and of regression, and of fundamental econometric notions such endogeneity and structure. On the other hand this book deals exclusively with Bayesian econometrics and this is a radically different approach to our subject than that used in all existing introductory texts. Because Bayesian inference is different from what is customary it is, in my experience, extraordinarily difficult for ordinary mortals to change their way of thinking from the traditional way to the Bayesian way or vice versa. At least it is for me, and I notice that most of
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my students face the same problem. This means that someone whose training has been confined to the conventional approach may find this immersion to be a barrier to understanding the Bayesian method.

This book is about the Bayesian approach to inference; it is not a book about comparative methods and it contains little about traditional approaches which are covered in many textbooks. My aim has been to answer two rather simple questions. The first is “What is Bayesian Econometrics?” and the second is “How do I do it?” In the first chapter I explain that Bayesian Econometrics is nothing more than the systematic application of a single theorem, Bayes’ theorem. I also provide a brief answer to the second question, namely that to apply this theorem in an econometric investigation the best method, in general, is to use our new computer power to sample from the probability distributions that the theorem requires us to calculate. This is the meaning of the word ”Modern” in the book’s title. In 1989 the methods described here were scarcely known; in 1995 they would have been difficult for a beginner to apply; in 2003 application of these computer intensive methods is little, if any, more difficult than application of the methods traditionally used in applied econometrics. The remainder of the book essentially provides applications of Bayes’ theorem and illustrations of the method of calculation using mostly the simplest models, extensions to more complex structures will in many cases be fairly obvious.

These illustrations are not comprehensive, indeed, for an (imaginary) reader who gets the point of the opening chapters, they are unnecessary! Bayesian analysis of important economic models has has been going on since the 1960’s and significant progress has been made with a number of applications. I do not even deal with all those cases in which the method has been applied, but rather confine my examples to cases that I feel comfortable explaining. My hope is that just a few examples will be sufficient to enable the reader to tackle his own problem using what I shall later call The Bayesian Algorithm.

The book could be used as the basis for a one semester course at graduate or advanced undergraduate level. I have used it as such on several occasions with a teaching style that emphasizes calculations; the practicality of Bayesian methods; and demonstrates sampling algorithms including use of Markov Chain Monte Carlo procedures in class and requires students to solve problems numerically.

One way to read the book is to get the gist of the Bayesian method from chapters one and two, without necessarily going into the more detailed discussion in these chapters; then to read chapter three to get a broad understanding of Markov Chain Monte Carlo methods. The reader could then choose among the remaining chapters, which are illustrations of the use of Bayesian methods in particular areas of application, according to his or her interests.