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Abstract. Suppose that the goals of a society can be summarized in a social choice rule, i.e., a mapping from relevant underlying parameters to final outcomes. Typically, the underlying parameters (e.g., individual preferences) are unknown to the public authority. The implementation problem is then formulated: Under what circumstances can one design a mechanism so that the unknown information is truthfully elicited and the social optimum ends up being implemented? In designing such a mechanism, appropriate incentives must be given to the agents so that they do not wish to misrepresent their information. The theory of implementation or mechanism design formalizes this “social engineering” problem and provides answers to the question just posed. I survey the theory of implementation in this article, emphasizing the results under two different benchmarks (that agents have dominant strategies and that they play a Nash equilibrium). Examples discussed include voting, and the allocation of private and public goods under complete and incomplete information.
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1. Introduction. Suppose the goals of a group of agents, which we will refer to as a society, can be summarized in a social choice rule (SCR). An SCR is a mapping that prescribes the socially desirable outcomes as a function of certain underlying parameters. A first example consists of the allocation of goods via on-line auctions. The auctioneer may want to allocate the goods efficiently (i.e., assign them to those consumers that value them the most) or perhaps in a way that maximizes her expected revenue. Who should be allocated the goods and at what price will depend on the consumers’ true valuations for the goods, unknown to the auctioneer.

As a second example, suppose that a public project, such as a highway, is being proposed. When the public authority decides whether the project should be undertaken, she should be comparing its cost to the social benefit being created as a result of its construction (because of lower commuting time and an overall improvement in citizens’ welfare). Perhaps fairness considerations should also be taken into account in the stipulation of the monetary payments that each agent will be asked to contribute (those who live near the new highway will be asked to pay less, for instance). Again, some essential aspects in this decision involve information not known by the public.
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authority: apart from the agents’ individual valuations, the true cost of construction may be uncertain.

A third class of examples is that of voting problems. A set of voters must elect a candidate for office. The set of SCRs can be identified here with different candidates or platforms (going from the left to the right of the political spectrum). Of course, each voter’s individual political preference is typically unknown to others. In this setup, a constitution is designed to, among other things, describe how to elect the candidates to office.

As a final example, one can consider the renovation of a house. This will typically involve a contractual relationship between a homeowner and a contractor. The SCR here could prescribe the efficient execution of the work in terms of timing and quality of materials utilized. Several aspects of this relationship (e.g., how many days the plumber was expected to come but didn’t show up, or how many phone calls the contractor made to find an appropriate plumber) will be impossible to verify by an outsider, such as a court of justice. Yet the contract governing the relationship should be designed to give the right incentives to the parties so that the efficient SCR obtains.¹

Any of these examples can be characterized as an implementation problem. That is, the question is whether one can design a mechanism or institution where the agents will interact by taking actions in such a way that the socially desirable outcomes prescribed by a given SCR are implemented, no matter what information is unknown to the designer.

Let us appreciate why the problem is nontrivial. First, note that the information held by the agents and unknown to the designer will in general affect the socially desirable outcome: the SCR is not a constant mapping. Second, agents’ preferences will have an impact on the way each of them behaves in the mechanism, i.e., what is best for each of them is also varying with their information. And third, because they are interacting in the context of the mechanism, prior to taking their actions, agents will be making conjectures about what actions the other agents are likely to take; every agent’s action in principle will have an effect on the final outcome. These considerations make it clear that the methodology to be employed must involve the language and tools of game theory, which studies the behavior of rational strategic agents in situations of conflict.²

In formalizing the problem, we shall introduce the notion of an environment. An environment consists of a set of agents, a set of social alternatives or outcomes, agents’ preferences over these outcomes, and the information possessed by each agent regarding the environment itself. To be clear, the mechanism designer (who could be an economic planner, policy maker, constitution writer, etc., depending on the specific application) is always at an informational disadvantage with respect to the agents, who, as a collective entity, know more about the true environment than does the designer.

In addition, one can consider complete information environments, in which every agent knows every relevant aspect of the situation (e.g., each other’s preferences), or incomplete information environments, in which even agents may be asymmetrically informed. Aside from being the first step of analysis, complete information environ-

¹Some of these and other examples are presented in subsection 2.1, after the necessary notation is introduced.
²See Myerson (1991) and Osborne and Rubinstein (1994) for two excellent comprehensive books on the subject.
ments are also important in certain applications, typically those involving a small number of agents: think of the contractual relationship described above, in which the exact events that have happened in the course of the renovations are commonly known by homeowner and contractor. One could think of modeling the public good example as a complete information environment if the community of agents is a small one in which everyone knows how each of his neighbors feels toward the project, while the incomplete information assumption would be more appropriate for larger communities, in which each individual does not know the preferences of many other taxpayers.

The theory of implementation or mechanism design is concerned with the study and formalization of these “social engineering” problems, and it provides answers to the important question of whether and how it is possible to implement different SCRs. In this article, I will attempt to survey some of the central findings of implementation theory. In doing so, I will confine my attention to static mechanisms, in which agents move simultaneously. The theory combines two ingredients. First, its foundation is normative, stemming from the relevance of the socially desirable goal. And second, it possesses a realistic positive component, because in designing the mechanism that will do the job, appropriate incentives have to be given to the agents so that the desired outcome results from self-interested strategic behavior.

It is also important to observe that the theory does not rely on the existence of a mechanism designer who is someone other than the agents. Indeed, there may be no such entity, as in the case of the contract relationship. In cases like this, a contract (mechanism) can be designed by the two signing parties with an eye to providing the right incentives to both in pursuit of a commonly agreed goal. The contract is written on the basis of verifiable information so that outside courts can settle disputes if parties do not obey it. The role of the outside party here is not to design the mechanism, but simply to enforce it.

This survey will concentrate on two different modes of strategic behavior for the agents in the mechanism. First, we shall explore the possibilities of implementation in mechanisms where agents have dominant strategies. A strategy is dominant for an agent if from his point of view using it is always better than not using it, regardless of the actions taken by others. Whenever dominant strategies can be found in mechanisms, the corresponding implementation is quite robust because it is clear what each agent will end up doing, i.e., using his dominant strategy. The most important result of implementation in dominant strategies is the Gibbard–Satterthwaite theorem, which offers a striking negative result: essentially, if there are at least three social alternatives and the designer has very poor information so that she cannot rule out any of the possible agents’ preferences in her design problem, the only social choice functions that can be implementable in dominant strategies are dictatorial. Equivalently, nondictatorial rules are manipulable by the agents, who can benefit from lying about the information they possess.

To confront this bad news, the literature has proceeded in two different ways. First, it turns out that if the designer is not completely in the dark so that she can impose certain restrictions on the preference domain, possibility results arise. In this case, it is crucial to identify the specific rules that can be implemented, because as was just pointed out, whenever one can implement in dominant strategies, one should do it.

For other surveys, the reader is referred to Maskin (1985), Moore (1992), Palfrey (1992, 2002), Corchón (1996), Jackson (2001), and Maskin and Sjostrom (2002). These are all excellent surveys for specialists. My attempt here is to reach out of the usual audience of implementation theory.
The second way out is based on the observation that requiring dominance is too demanding. One should not expect to find implementing mechanisms in which agents have strategies that they are willing to use regardless of how others behave. Formally, what this entails is weakening the game theoretic solution concept, say from dominance to equilibrium. A Nash equilibrium is a profile of actions, one for each agent, such that none of them has an incentive to unilaterally deviate if the others do not change their equilibrium actions.\footnote{The equilibrium paradigm can be understood as the benchmark compatible with the agents’ mutual knowledge of rationality. It can also be seen as the limit of certain dynamic adjustment processes (see Young (1998) for a survey of the learning and evolutionary literatures as possible foundations for equilibrium).}

Under complete information and using Nash equilibrium, the key necessary condition for implementability of an SCR is called monotonicity (defined in subsection 2.2). It turns out that, in many relevant classes of environments, monotonicity is compatible with a range of interesting social rules. In some other cases, though, SCRs of most interest are not monotonic, and then Nash implementability is not possible. For cases like these, one should explore the possibilities offered by approximate (as opposed to exact) implementability. We shall do so in this survey in the context of both complete and incomplete information environments.

2. Preliminaries. We shall consider implementation in the context of a general social choice problem. For simplicity in the presentation, we shall be concerned with finite societies—finite sets of agents—and finite sets of social alternatives.\footnote{Most of the theory has been developed without the assumption of finite alternatives, but rather for finite sets of agents; see Mas-Colell and Vives (1993) for results involving a continuum of agents.}

Let \( N = \{1, \ldots, n\} \) be a finite set of agents with \( n \geq 2 \). Let \( A = \{a_1, \ldots, a_k\} \) be a finite set of social alternatives or outcomes. This set of outcomes is fixed, taken as a primitive, independent of the information held by the agents and not available to the designer.\footnote{If the set of alternatives also depends on the agents’ information, the problem is more complex because the designer does not know what is really feasible. The classic contribution here is Hurwicz, Maskin, and Postlewaite (1995). See also Tian (1989, 1993, 1994), Serrano (1997), Hong (1998), and Dagan, Serrano, and Volij (1999) for papers that tackle this problem.} Examples of alternatives may be political candidates in a voting problem, levels of expenditure and individual contributions in a public good problem, or allocations of bundles of private goods in an economy.

The information held by the agents is summarized in the concept of a state. The true state will not be verifiable by outsiders (the designer or the court); rather, the agents will have to be given the necessary incentives to reveal it truthfully. We denote by \( t \) a typical state and by \( T \) the domain of possible states. In the voting problem, a state is the true fraction of conservative versus liberal voters in society; in the public good problem, a typical state may represent the fraction of agents that prefer a high versus low level of public expenditure.

At state \( t \), each agent \( i \in N \) is assumed to have a complete and transitive preference relation \( \succeq_i^t \) over the set \( A \). The interpretation of the statement \( a \succeq_i^t b \) is that at state \( t \) agent \( i \) either strictly prefers \( a \) over \( b \) or is indifferent between \( a \) and \( b \). We denote by \( \succ_i^t \) the strict preference part of \( \succeq_i^t \) and by \( \sim_i^t \) its indifference relation. That is, \( a \succ_i^t b \) means that at state \( t \) agent \( i \) strictly prefers \( a \) over \( b \), while \( a \sim_i^t b \) means that he is indifferent between \( a \) and \( b \) at state \( t \). We denote by \( \succeq^t = (\succeq_1^t, \ldots, \succeq_n^t) \) the profile of preferences in state \( t \). We shall sometimes write \( (\succeq_i^t, \sim_i^t) \) for the profile of preferences in state \( t \), where \( \succeq^t_{-i} = (\succeq_1^t, \ldots, \succeq_{i-1}^t, \succeq_{i+1}^t, \ldots, \succeq_n^t) \); the same notational convention will be followed for any profile of objects.
Agent i’s preferences in state \( t \) are represented by a real function, his (Bernoulli) utility function \( u_i(\cdot, t) : A \times T \mapsto \mathbb{R} \), i.e., \( u_i(a, t) \geq u_i(b, t) \) if and only if \( a \succeq^t b \).\(^7\)

Fix a state \( t \). We shall refer to the collection \( E = \langle N, A, (\succeq_t^i)_{i \in N} \rangle \) as an environment. Let \( E \) be the class of possible environments (since \( N \) and \( A \) will remain fixed throughout, this class corresponds to all the possible preference profiles). In the examples we keep referring to, this amounts to considering all possible preferences over political candidates or over levels of public expenditure.

At times we shall consider an extension of the model, where lotteries over alternatives are also possible. A lottery is a probability distribution over alternatives. Let \( \Delta \) denote the set of probability distributions over \( A \). Lotteries are often used in allocation problems: for example, in an auction in which two bidders have won with the same bid, the auctioneer may want to allocate the object at random between the two; or in a tied election, the Supreme Court may randomize among those candidates most voted for to appoint the winner.

Preferences over lotteries on \( A \) are assumed to take the von Neumann–Morgenstern expected utility form (von Neumann and Morgenstern (1944)). That is, abusing notation slightly, given a lottery \( f \) in state \( t \), which prescribes alternative \( a \) with probability \( f(a, t) \), we write \( u_i(f, t) \) to refer to agent i’s expected utility evaluation of lottery \( f \) in state \( t \), i.e., \( u_i(f, t) = \sum_{a \in A} f(a, t)u_i(a, t) \). Thus, an agent evaluates a lottery by taking the expectation over the utilities that he derives from each of the alternatives involved in the lottery.

A social choice rule (SCR) \( F \) is a mapping \( F : E \mapsto 2^A \setminus \{\emptyset\} \).\(^8\) A social choice function (SCF) is a single-valued SCR, and it is denoted by \( f \). When lotteries are permitted, random SCRs and SCFs are defined similarly, where \( \Delta \) replaces \( A \) in the definition. Again, since \( N \) and \( A \) are fixed, we shall sometimes abuse notation slightly and write \( F(t) \) or \( F(\succeq^t) \) instead of \( F(E) \).

SCRs are the objects that the designer would like to implement: in each state, she would like to realize some set of outcomes, but unfortunately, she does not know the true state. For instance, in the voting problem, she could be interested in implementing the majority rule, i.e., to appoint the candidate that is supported by most of the voters, but she does not know the voters’ preferences. The implementation problem is precisely when and how this information held by the agents can be elicited so that the desired SCR is successfully implemented. To do this job, the key notion is that of a mechanism.

A mechanism \( \Gamma = ((M_i)_{i \in N}, g) \) describes a message or strategy set \( M_i \) for agent \( i \) and an outcome function \( g : \prod_{i \in N} M_i \mapsto A \). A random mechanism has the range of the outcome function being \( \Delta \). We shall use \( M_{-i} \) to express \( \prod_{j \neq i} M_j \), and thus, a strategy profile is \( m = (m_i, m_{-i}) \), where \( m_i \in M_i \) and \( m_{-i} \in M_{-i} \).

Mechanisms are a representation of the social institution through which the agents interact with the designer and with one another: each agent sends a message to the designer, who chooses an outcome as a function of these strategy choices. For instance, in the public good example, each agent could report to the public authority how much he or she is willing to pay for the project, and the outcome function could specify whether the project will be undertaken and the individual contribution of each agent.

\(^7\)The symbol \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^l \) the \( l\)-dimensional Euclidean space, \( \mathbb{R}^l_+ \) its nonnegative orthant, and \( \mathbb{R}^l_{1, +} \) the interior of this orthant. Also, \( \mathbb{Z} \) denotes the set of integer numbers, and \( \mathbb{Z}_+ \) the set of nonnegative integers.

\(^8\)Given two sets \( S_1 \) and \( S_2 \), \( S_1 \setminus S_2 \) denotes the set of elements that belong to \( S_1 \) and do not belong to \( S_2 \). Also, \( 2^S \) denotes the power set of \( S \), i.e., the set of all its subsets.
We shall consider only static mechanisms in this survey, i.e., those in which agents move simultaneously.\(^9\) Of course, an agent can conjecture what other agents’ messages might be, and that is the role for the different game theoretic solution concepts that will be employed. Note that a mechanism will in general be played differently by an agent in different states because his preferences over outcomes may change across them. Thus, it makes sense to think of \((\Gamma, E)\) as the game induced by the mechanism \(\Gamma\) in environment \(E\). We shall confine our attention in this survey to pure strategies: thus, messages are nonrandom actions.

At this point a diagram may be helpful to illustrate the workings of a mechanism. Figure 1 depicts the Mount–Reiter diagram, first presented in Reiter (1977). In it, one can see that the idea of mechanisms is a familiar notion in mathematics. The SCR mapping \(F\) is being filtered through another space, the composition of the outcome function \(g\) and the message profiles \(m \in M = \prod_{i \in N} M_i\).

Let \(S\) be a game theoretic solution concept. A solution concept describes a set of predictions on how a game will be played as a function of the agents’ preferences, represented by payoff functions; two examples of solution concepts are dominant strategies and Nash equilibrium, defined below. Given the game \((\Gamma, E)\), we denote by \(S(\Gamma, E)\) the set of strategy profiles that are recommended by \(S\) in the game \((\Gamma, E)\). The corresponding set of outcomes will be denoted \(g(S(\Gamma, E))\).

We shall say that the SCR \(F\) is \(S\)-implementable if there exists a mechanism \(\Gamma = (\langle M_i \rangle_{i \in N}, g)\) such that for every \(E \in \mathcal{E}\), one has that \(g(S(\Gamma, E)) = F(E)\).

The solution concept \(S\) represents a specific benchmark of rationality that agents obey in a game. Thus, fix \(S\) as a theory of behavior for the agents. Then two requirements are embodied in the definition of implementability: first, the rational play in the mechanism on the part of the agents produces an outcome prescribed by the desired rule; and second, for each outcome prescribed by the rule, there is a way to implement it when agents behave according to the theory of behavior \(S\).\(^{10}\)

We shall be concerned in the next sections with the different results offered by the theory, as a function of the solution concept employed, and also as a function of the information held by the agents. First, a very appealing solution concept is the idea of dominant strategies. One should aim to construct mechanisms where agents have a dominant strategy; i.e., regardless of what other agents do in the mechanism, each of

\(^9\)For the very positive results achieved with dynamic mechanisms under complete information, the reader is referred to Abreu and Sen (1990) and Moore and Repullo (1988). See Baliga (1999), Bergin and Sen (1998), and Brusco (1995) for dynamic mechanisms under incomplete information.

\(^{10}\)This notion is sometimes referred to as full implementation, as opposed to partial or weak implementation, which only asks for the first requirement.
them always wants to choose his dominant message, and this message does not entail any misrepresentation of his information. Dominance is of course a very strong requirement on the mechanism. Less demanding is the idea of a Nash equilibrium (Nash (1950a)), in which each agent’s message is a best response to the others’ equilibrium messages. At a Nash equilibrium, actions and expectations confirm each other: each agent takes an action that is best for him given what he expects the others to do; and expectations are justified given the rationality of the agents and the equilibrium actions. Second, one can consider complete information environments, in which the state is common knowledge among the $n$ agents, or incomplete information environments, where this is not the case. The two considerations are related: there is a sense, as we will see, in which dominance is compatible with both types of information.

2.1. Examples. The following examples give an idea of the range of applications covered by the theory. We present for now the fundamentals of each example, and we shall come back to each of them in the following sections after going over the corresponding relevant results.

Example 1. Voting. Let $E$ be an environment, where $N$ is a set of electors (for simplicity, take $n$ to be an odd integer). Let $A = \{a, b\}$ be the set of candidates. Suppose all preferences are strict, i.e., either $a \succ b$ or $b \succ a$ for all $i \in N$ and for all $t \in T$. A state $t$ is a specification of the political preferences of each agent in society (e.g., 80% of electors truly prefer $a$ to $b$, and 20% $b$ to $a$). Denote by $N^a_i$ the set of agents that prefer $a$ to $b$ in state $t$, and let $N^b_i = N \setminus N^a_i$. One standard SCR is majority voting, in which the alternative preferred by the majority is implemented.

Example 2. A public decision problem. Suppose a community of $n$ agents is interested in undertaking a public project (e.g., the construction of a bridge or a highway, or allocating an amount of public funds to defense). Let $D = \{\lambda, 0\}$ denote the two different possible policies: $\lambda$ represents undertaking the project, and 0 not undertaking it. Agents have preferences over the public decision and money (to be devoted to their personal consumption of private goods). Assume preferences are of the quasi-linear form: agent $i$’s utility function is $u_i(d, t_i) + x_i$, where we shall interpret $u_i$ as consumer $i$’s valuation of public decision $d \in D$ when $t_i$ is his private information (his true valuation for each decision $d$ is indexed by the variable $t_i$); the amount $x_i$ is a monetary transfer—tax or subsidy—to agent $i$. Without loss of generality, we can normalize $u_i(0, t_i) = 0$ for all $t_i$ and for all $i \in N$. Thus, what may be unknown is the true value of $u_i(\lambda, t_i)$ for each $t_i$.

A state $t$ is a profile of the $t_i$’s, indicating the true preferences of the community for each public decision. We take the set $A$ of social alternatives to be

$$A = \left\{ (d, x_1, \ldots, x_n) : d \in D, \forall i, x_i \in \mathbb{R}, \sum_{i \in N} x_i \leq 0 \right\}.$$ 

Thus, although individual subsidies are possible, the project should be funded with the taxes collected for this purpose.

Define an SCF $f$ associated with the decision $d^*(t_1, \ldots, t_n)$. For an arbitrary state $t = (t_1, \ldots, t_n)$, $d^*(t)$ is that decision $d \in D$ that maximizes $\sum_{i \in N} u_i(d, t_i)$. That is, $d^*(t)$ is the efficient decision if the true state is $t$ because it generates the highest sum of valuations for the public project. It will correspond to $\lambda$ if enough agents like the

---

11An event is said to be common knowledge if everyone knows it, everyone knows that everyone knows it, everyone knows that everyone knows that everyone knows it, and so on (see Aumann (1976)).
project more than others dislike it, and 0 otherwise. The question is whether we can implement this efficient decision.

Example 3. An exchange economy of private goods. Consider the following environment \( E \), where \( N \) is a set of consumers. Consumer \( i \)'s consumption set is \( \mathbb{R}_+ \), and each consumer \( i \) initially holds an endowment \( \omega_i \). That is, each agent holds and consumes nonnegative amounts of \( l \) commodities. Consumer \( i \)'s wealth is the market value of his initial endowment, i.e., \( p \cdot \omega_i \), where \( p \) is a vector of market prices. Let the set of alternatives \( A \) be the set of allocations or redistributions of the aggregate endowment \( \omega = \sum_{i \in N} \omega_i \). That is,

\[
A = \left\{ (x_1, \ldots, x_n) : \forall i, x_i \in \mathbb{R}_+, \quad \sum_{i \in N} x_i \leq \omega \right\}.
\]

A state \( t \) is a specification of the true preferences of each consumer. Each consumer \( i \) is assumed to have a complete and transitive preference relation over the consumption bundles in \( \mathbb{R}_+ \), i.e., his preferences depend only on his private consumption of goods, and not on that of the other agents. In addition, we shall make the standard assumptions that the preference relation \( \succ_i^t \) is monotonic, i.e., \( x_i \succ^t y_i \) whenever \( x_{ik} \geq y_{ik} \) for every \( k = 1, \ldots, l \), and continuous, i.e., for every pair of sequences \( \{x^m\} \) and \( \{y^m\} \),

\[
\operatorname{lim}_{m \to \infty} x^m = x^* \quad \text{and} \quad \operatorname{lim}_{m \to \infty} y^m = y^*; \quad \text{if for all } m, x^m \succeq y^m, \quad \text{then } x^* \succeq y^*.
\]

These assumptions ensure the existence of a monotonically increasing and continuous utility function that represents the preferences of each consumer \( i \) in each state \( t \).

The following rule occupies a central position in economics. The Walrasian or competitive SCR assigns to each exchange economy the set of its competitive market equilibrium allocations. That is,

\[
F(E) = \left\{ x \in A : \exists p \in \mathbb{R}^l \setminus \{0\} : y \succ_i^t x \quad \text{implies} \quad p \cdot y > p \cdot \omega_i \quad \forall i \in N \right\}.
\]

An assignment of goods to consumers is a Walrasian or competitive equilibrium allocation if there exist prices such that (1) each consumer receives in equilibrium a bundle that is top ranked for him among the bundles he can afford, and (2) the aggregate consumption prescribed by the equilibrium allocation is feasible (supply equals demand in every commodity). We shall inquire when this SCR can be implemented.

Example 4. King Solomon’s dilemma.\(^{14}\) Two women, Ann and Beth, are claiming to be the mother of a baby. Thus, there are two possible states: \( t_{\alpha} \), in which Ann is the true mother, and \( t_{\beta} \), where the mother is Beth. There are four possible outcomes:

- \( a \succ_{A} b \succ_{A} c \succ_{A} d \)
- \( b \succ_{B} c \succ_{B} a \succ_{B} d \)
- \( a \succ_{A} b \succ_{B} c \succ_{B} d \)
- \( b \succ_{A} a \succ_{B} c \succ_{B} d \)

Consider the SCF that allocates the baby to the true mother, i.e., \( f(t_{\alpha}) = a \) and \( f(t_{\beta}) = b \). This is the SCF that King Solomon had in mind, but he had a very

\(^{12}\)In the economic theory of markets, it is useful to separate the consumption and production sides of an economy. In an exchange economy, we abstract from production considerations: the existing goods have already been produced and are in the hands of the consumers. Therefore, the only economic issues concern the reallocation of these goods among consumers through exchange.

\(^{13}\)To follow most of the literature on exchange economies, we depart in this example from our assumption of a finite set of alternatives. Thus, we allow infinitely divisible commodities.

\(^{14}\)This example is taken from Glazer and Ma (1989).
hard time implementing it. In fact, he cheated.\footnote{Although the Bible reports this story as proof of his divine wisdom, we ought to question it. Those of us who have had students cheating on exams may have the same reaction towards similar forms of “divine wisdom.”} He proposed a mechanism and then he changed it while it was being played. Namely, he asked the two mothers to report the state, and the outcome he was going to use prescribed $a$ if the unanimous announcement was $t_\alpha$, $b$ after unanimous report of $t_\beta$, and $c$ otherwise. However, when the reports turned out to be nonunanimous, and Ann, the true mother, began to cry in fear of outcome $c$ and changed her announcement to $t_\beta$, he implemented $a$ following the unanimous report of $t_\beta$. Had Beth known this, she would have probably also started to cry, with the consequent big mess for Solomon, who would be making up the outcome function as he goes along. To avoid situations like this, implementation theory assumes that the mechanism is fixed, and then, as we shall see, the implementation of the Solomonic SCR will not be exempt of difficulties.

2.2. Some Properties of SCRs. We are now interested in describing some important basic properties of SCRs. Ultimately, our aim is the description of those SCRs that are or are not implementable. To begin with, since agents’ preferences over alternatives are the important primitive, the theory should be independent of equivalent utility representations of the same preferences. Thus, if one does not allow randomizations, the results will be independent of any monotonically increasing transformation of utility scales. If risk preferences must play a role because of the presence of randomness through lotteries, due to the expected utility hypothesis, the statements will be preserved under any positive affine transformation of utility functions. These considerations lead to the first basic property of SCRs.

In this and the next two sections, we shall always respect the following notational convention: let environment $E$ correspond to state $t$ and preference profile $\succeq^t$, while $E'$ corresponds to $t'$ and $\succeq^{t'}$.

An SCR $F$ is \textit{ordinal} if, whenever $F(E) \neq F(E')$, there must exist an agent $i \in N$ and two alternatives $a, b \in A$ such that $a \succeq^t_i b$ and $b \succ^{t'}_i a$.

That is, for the social choice to change, at least one agent must have altered his preferences between two alternatives. This excludes cardinal rules, in which the social choice may vary with agents’ preference intensity, even if no change in the relative ranking of alternatives takes place for any of them.\footnote{One famous cardinal rule is the utilitarian SCR, where the sum of agents’ utilities is maximized.}

\begin{proposition}
If the SCR $F$ is implementable in any solution concept, it is ordinal.
\end{proposition}

\begin{proof}
Suppose that $F(E) \neq F(E')$, but that no change in the preference rankings exists between states $t$ and $t'$ corresponding to the two environments. Therefore, $S(\Gamma, E) = S(\Gamma, E')$, implying that $g(S(\Gamma, E)) = g(S(\Gamma, E'))$, which contradicts that $F$ is implementable.
\end{proof}

Apart from ordinality, the following properties will feature prominently in subsequent results.

An SCR $F$ is Pareto-efficient or simply \textit{efficient} if for every $E$ and every $a \in F(E)$, there does not exist $b \in A$ such that $b \succ^t_i a$ for every $i \in N$.

Efficiency is a traditional normative desideratum for economics. If an SCR is not efficient, it chooses some alternative that every agent in society ranks below some other fixed alternative. This provides a strong argument against the former alternative as being part of the social choice.
An SCR $F$ is **unanimous** if, whenever $a \succeq_i^t b$ for all $b \in A$ for all $i \in N$, $a \in F(E)$.

Unanimity simply says that if an alternative is top ranked by all individuals, it should be part of the social choice.

An SCR $F$ satisfies **no-veto** if, whenever $a \succeq_i^t b$ for all $b \in A$ and for all individuals $i$ but perhaps one $j$, then $a \in F(E)$.

This is slightly weaker than unanimity. No-veto says that an alternative will be in the social choice if $(n - 1)$ agents rank it at the top of their orderings.

An SCR $F$ is Maskin monotonic or simply **monotonic** if for every pair of environments $E$ and $E'$, and for every $a \in F(E)$, whenever $a \succeq_i^t b$ implies that $a \succeq_i^{t'} b$, one has that $a \in F(E')$.

The logic of this property is the following. Suppose $a$ is in the social choice when preferences are $\succeq^t$. Monotonocity says that if preferences have changed to $\succeq^{t'}$ in such a way that no alternative that was indifferent to or worse than $a$ has now become better than $a$, then $a$ must remain in the social choice. We shall refer to such a change in preferences as a *monotonic change in preferences around* $a$. In other words, for $a$ to disappear from the social choice in environment $E'$, it is necessary that at least one individual $i$ have a change of preferences around $a$ in going from $E$ to $E'$ (for that individual, there was an alternative $b$ such that $a \succeq_i^t b$, but $b \succ_i^{t'} a$).

An SCR $F$ is **dictatorial** if there exists an agent $i \in N$ such that, for every $E$ and every $a \in F(E)$, $a \succeq_i^t b$ for every $b \in A$.

This means that the SCR follows the preferences of a dictator. Most people (presumably, everyone but the dictator) would probably object to this property.

### 3. Implementation in Dominant Strategies.

The first way in which one may want to capture the agents’ rational behavior in a mechanism is the idea of dominance. We begin by defining the notion of a dominant strategy.

Let $\Gamma = ((M_i)_{i \in N}, g)$ be a mechanism. Message $\hat{m}_i$ is a **dominant strategy** for agent $i$ at state $t$ whenever

$$g(\hat{m}_i, m_{-i}) \succeq_i^t g(m'_i, m_{-i}) \quad \forall m'_i \in M_i, \forall m_{-i} \in M_{-i}.$$ 

That is, regardless of what the other agents may choose, agent $i$ can never go wrong by choosing $m_i$ if it is dominant. When dominant strategies exist in a game, the prediction of behavior is quite robust; in particular, agent $i$’s behavior is independent of his beliefs about how the others will play the mechanism.\(^\text{17}\) It is in this sense, if agent $i$ knows his preferences at state $t$, that the information he has about the other agents’ preferences and his beliefs about how they will play is irrelevant: that is, if he has a dominant strategy, he should choose it, regardless of the other agents’ preferences.

Given a mechanism $\Gamma$ played in state $t$, we denote by $D_i(\Gamma, t)$ the set of dominant strategies that agent $i$ has in state $t$. Let $D(\Gamma, t) = \prod_{i \in N} D_i(\Gamma, t)$ be the set of dominant strategy profiles, and $g(D(\Gamma, t))$ the set of corresponding outcomes.

We shall say that the SCR $F$ is **implementable in dominant strategies** if there exists a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ such that, at every state $t \in T$, $g(D(\Gamma, t)) = F(t)$.

Thus, when dominant strategy implementability is possible, it will provide a very robust form of implementation of an SCR. For the rest of the section, we shall concentrate on an important class of specific domains.

\(^{17}\) The only small wrinkle to take care of is the possible presence of ties, i.e., agent $i$ may have more than one dominant strategy, and in this case he shows no preference for one over the other.
In an independent domain of preferences, the set of states \( \mathcal{T} \) takes the form \( \mathcal{T} = \prod_{i \in N} \mathcal{T}_i \), where \( \mathcal{T}_i \) is the set of types for agent \( i \). Each agent knows at least his type. Each type \( t_i \in \mathcal{T}_i \) is here identified with a preference relation \( \succeq_i \) over the set \( A \). Thus, with independent domains, the preference profile at state \( t = (t_1, \ldots, t_n) \) is \( \succeq = (\succeq_1, \ldots, \succeq_n) \). Note how the assumption of independent domains is simply the requirement that the set of states have the structure of a Cartesian product. As such, since each agent \( i \) always knows at least his type \( t_i \), at each state each agent knows his preferences; we will study more general cases in the section on incomplete information.

A direct revelation mechanism, or simply a direct mechanism, for SCF \( f \) is a mechanism in which the message sets are \( M_i = \mathcal{T}_i \) for every \( i \in N \) and the outcome function \( g = f \).

That is, in a direct mechanism, each agent is simply asked to report his type, and the resulting outcome is the one prescribed by \( f \) following the reports.

An SCF \( f \) is truthfully implementable in dominant strategies (or dominant strategy incentive compatible) if for every agent \( i \in N \), reporting the truth is a dominant strategy in the direct mechanism for \( f \). An SCR \( F \) is truthfully implementable in dominant strategies if it admits at least one single-valued selection SCF \( f \) that is truthfully implementable in dominant strategies.

One important result in the theory of implementation is the revelation principle, and we will present it in section 5. For now, we present a result for implementation in dominant strategies that can be viewed as a stronger version of the revelation principle. This result may explain why the literature on implementation in dominant strategies has for the most part concentrated on direct mechanisms and SCFs, instead of more general mechanisms, and multivalued SCRs (see Dasgupta, Hammond, and Maskin (1979)).

**Proposition 2.** Assume independent domains and suppose all preference relations are strict. If an SCR \( F \) is implementable in dominant strategies, it is single-valued and is truthfully implementable in dominant strategies. Conversely, if \( F \) is truthfully implementable in dominant strategies, every truthfully implementable selection is (fully) implementable in dominant strategies.

**Proof.** Suppose that \( F \) is implementable in dominant strategies, and let the implementing mechanism be \( \Gamma = ((M_i)_{i \in N}, g) \). Suppose there exist profiles of dominant strategies \( m \) and \( m' \) in \( \Gamma \) when the true state is \( t \). Then there must be at least one agent \( i \) for whom \( m_i \neq m_i' \). Since both \( m_i \) and \( m_i' \) are dominant for agent \( i \), it follows that for every \( m_{-i}, m_{-i}' \), \( g(m_i, m_{-i}) = g(m_i', m_{-i}) \). Since this holds for every agent \( i \) for whom \( m_i \neq m_i' \) in any state \( t \), it follows that \( g(m) = g(m') \). Thus, if there are multiple dominant strategy profiles, their outcomes must be the same. Therefore, this demonstrates that \( F \) must be single-valued, i.e., \( F = \{ f \} \). To see that \( f \) is truthfully implementable in dominant strategies, just define the direct mechanism whose outcome function is \( f(t) = g(m(t)) \), where \( m(t) \) is a dominant strategy profile in \( \Gamma \) at state \( t \).

Suppose now that \( F \) is truthfully implementable in dominant strategies, and choose a truthfully implementable single-valued selection thereof, which we call \( g^* \) with associated direct mechanism \( \Gamma^* \). Using the same argument as in the previous paragraph, one can show that if there exist profiles of dominant strategies \( t \) and \( t' \) in \( \Gamma^* \) when the true state is \( t \), their outcomes must be the same: \( g^*(t) = g^*(t') \). Therefore, this selection is implementable in dominant strategies. \( \square \)

Laffont and Maskin (1982) present other conditions under which this result holds. However, when indifferences are allowed, even under independent domains, truthful
implementation of an SCF in dominant strategies does not imply its full implementation. Examples are easy to construct. Outside of independent domains, truthful implementability in dominant strategies is also a necessary condition for full implementability. This last fact justifies that we now focus on truthful implementability in dominant strategies of SCFs. A necessary condition for this is strategy-proofness.

An SCF $f$ is strategy-proof if for every $i \in N$, for every $t_{-i} \in T_{-i}$, and for every $t_i, t_i' \in T_i$, one has that

$$f(t_i, t_{-i}) \succeq_i f(t_i', t_{-i}).$$

Strategy-proofness means that, no matter what the value of $t_{-i}$ is—information held by the others about their preferences—no agent would benefit from misrepresenting his own information. It is easy to see how strategy-proofness is necessary for truthful implementation in dominant strategies. With independent domains, it is also sufficient.\(^\text{18}\)

If the domain is rich enough, most rules are not strategy-proof. This is the content of the following pages, which will arrive at an important conclusion, as was reached by the Gibbard–Satterthwaite theorem (proved independently by Gibbard (1973) and Satterthwaite (1975)).

We shall present a proof of the Gibbard–Satterthwaite theorem that combines elements of Reny (2001) and Mas-Colell, Whinston, and Green (1995).\(^\text{19}\) We begin by showing a result that is stronger than the Gibbard–Satterthwaite theorem. By relying on monotonicity, it will connect nicely with results in the following sections.

Consider the unrestricted domain of strict preference profiles; call it $T^S$, i.e.,

$$T^S = \{(t_1, \ldots, t_n) \in T : \forall i \in N, a \sim_i t_i b \text{ if and only if } a = b\}.$$  

Thus, we begin by exploring preference profiles in which there are no indifferences. This will be the case for our next two results. Later we shall consider also preference profiles with indifferences.

**Proposition 3.** Suppose the domain is $T^S$. If $|A| \geq 3$ and $f : T^S \rightarrow A$ is a unanimous and monotonic SCF, it is dictatorial.

**Proof.**

**Step 1.** Consider any two alternatives $a, b \in A$ and a preference profile such that $a$ is top ranked for every agent and $b$ is bottom ranked for every agent. By unanimity, the social choice is $a$. Consider agent 1’s ranking and, in it, raise $b$ one position at a time. By monotonicity, as long as $b$ does not rise over $a$, the social choice remains $a$. When $b$ jumps over $a$ in 1’s ranking, the only possible social choices are either $a$ or $b$, also by monotonicity. If it remains being $a$, begin the same process with agent 2, and so on. The point is that there must exist one agent for whom, when $a$ falls below $b$ in his ranking, the social choice switches to $b$; by unanimity, otherwise we would end up with a profile where $b$ is top ranked for all agents and is not the social choice, a contradiction. Call this individual $j$.

---

\(^{18}\)Beyond independent domains, the difficulty is the insufficiency of the direct revelation mechanism with strategy sets $T_i$.

\(^{19}\)Reny’s proof follows closely the elegant proofs of Arrow’s impossibility theorem of Geanakoplos (1996). See also alternative proofs due to Barberá (1983), Benoît (1999), and Ubeda (2004). The proof that we present will be consistent with our maintained assumption of a finite set of alternatives. See Barberá and Peleg (1990) for the more general case.
To be clear, refer to the profile right before the preference between $a$ and $b$ changes for agent $j$ as profile $t^1$, i.e.,

$b \succ_1^1 a \succ_1^1 \ldots$

\[...

b \succ_{j-1}^1 a \succ_{j-1}^1 \ldots
\]

\[a \succ_1^1 b \succ_1^1 \ldots
\]

\[a \succ_{j+1}^1 \ldots \succ_{j+1}^1 b
\]

\[...

a \succ_n^1 \ldots \succ_n^1 b,
\]

yielding that $f(\succ^1) = a$.

Call the profile that results from switching $a$ and $b$ in agent $j$’s preferences profile $t^2$:

$b \succ_2^1 a \succ_2^1 \ldots$

\[...

b \succ_{j-1}^2 a \succ_{j-1}^2 \ldots
\]

\[b \succ_j^2 a \succ_j^2 \ldots
\]

\[a \succ_{j+1}^2 \ldots \succ_{j+1}^2 b
\]

\[...

a \succ_n^2 \ldots \succ_n^2 b,
\]

yielding that $f(\succ^2) = b$.

**Step 2.** Next consider the profiles $t^1'$ and $t^2'$ as the following variants of profiles $t^1$ and $t^2$, respectively: for agents $i < j$, send $a$ to the bottom of their rankings, and for agents $i > j$, send $a$ to the second place from the bottom of their rankings. That is,

$b \succ_1^{1'} \ldots \succ_1^{1'} a$

\[...

b \succ_{j-1}^{1'} \ldots \succ_{j-1}^{1'} a
\]

\[a \succ_j^{1'} b \succ_j^{1'} \ldots
\]

\[\ldots \succ_{j+1}^{1'} a \succ_{j+1}^{1'} b
\]

\[...

\ldots \succ_n^{1'} a \succ_n^{1'} b
\]

and

$b \succ_1^{2'} \ldots \succ_1^{2'} a$

\[...

b \succ_{j-1}^{2'} \ldots \succ_{j-1}^{2'} a
\]

\[b \succ_j^{2'} a \succ_j^{2'} \ldots
\]

\[\ldots \succ_{j+1}^{2'} a \succ_{j+1}^{2'} b
\]

\[...

\ldots \succ_n^{2'} a \succ_n^{2'} b.
\]

We claim that $f(\succ^{1'}) = a$ and $f(\succ^{2'}) = b$. First, recall that $f(\succ^2) = b$. In going from $\succ^2$ to $\succ^{2'}$, no change in preferences around $b$ has taken place. Therefore, since $f$ is monotonic, $f(\succ^{2'}) = b$. Next, note that in going from $\succ^{2'}$ to $\succ^{1'}$, the only change takes place in the ranking of alternatives $a$ and $b$ for agent $j$. Monotonicity therefore
implies that $f(\succ^1)$ must be either $a$ or $b$. However, it cannot be $b$: monotonicity then would imply that $f(\succ^1) = b$, which is a contradiction. Therefore, as claimed, $f(\succ^1) = a$.

Step 3. Let $c$ be a third alternative, distinct from $a$ and $b$. Consider the following preference profile $(t^3)$ obtained from $t^1$ in a way that results in $a$ not changing rankings with any alternative for any individual:

$$\ldots \succ^3_1 c \succ^3_1 b \succ^3_1 a$$

$$\ldots$$

$$\ldots \succ^3_{j-1} c \succ^3_{j-1} b \succ^3_{j-1} a$$

$$a \succ^3_j c \succ^3_j b \succ^3_j \ldots$$

$$\ldots \succ^3_{j+1} c \succ^3_{j+1} a \succ^3_{j+1} b$$

$$\ldots$$

$$\ldots \succ^3_n c \succ^3_n a \succ^3_n b.$$  

Since $f(\succ^1) = a$, monotonicity implies that $f(\succ^3) = a$.

Step 4. Next, from profile $t^3$, just switch preferences between $a$ and $b$ for agents $i > j$ to get profile $t^4$. That is,

$$\ldots \succ^4_1 c \succ^4_1 b \succ^4_1 a$$

$$\ldots$$

$$\ldots \succ^4_{j-1} c \succ^4_{j-1} b \succ^4_{j-1} a$$

$$a \succ^4_j c \succ^4_j b \succ^4_j \ldots$$

$$\ldots \succ^4_{j+1} c \succ^4_{j+1} a \succ^4_{j+1} b$$

$$\ldots$$

$$\ldots \succ^4_n c \succ^4_n b \succ^4_n a.$$  

Since in going from $\succ^3$ to $\succ^4$, preferences involving alternatives other than $a$ and $b$ are unaffected, monotonicity implies that $f(\succ^4)$ is either $a$ or $b$. However, it cannot be $b$: if it were and we had a change in preferences so that $c$ becomes top ranked for every individual, monotonicity would imply that the social choice then would continue to be $b$, causing an eventual violation of unanimity. Therefore, $f(\succ^4) = a$.

Step 5. Note that any profile where $a$ is top ranked for agent $j$ can be generated from profile $t^4$ in a monotonic way with respect to $a$. Therefore, monotonicity implies that for any such profile, the social choice remains $a$.

Thus, for alternative $a$, agent $j$ is a dictator over states that involve only strict preferences. Since $a$ was chosen arbitrarily, this establishes that for each alternative, one can find a dictator over strict preference profiles. But one cannot have more than one dictator: suppose agent $j$ is the dictator for alternative $a$ and agent $j'$ for alternative $a'$. Consider a strict preference profile $\succ$ in which alternative $a$ is top ranked for agent $j$ and $a'$ is top ranked for agent $j'$. Because agent $j$ is a dictator for $a$, one has that $f(\succ) = a$, and since $j'$ is a dictator for $a'$, one has that $f(\succ) = a'$, a contradiction. Therefore, there is only one dictator for every alternative over all preference profiles in $T^S$. □

Next, we relate the assumptions of the previous theorem to strategy-proofness (a version of this result appears in Dasgupta, Hammond, and Maskin (1979)).

**Proposition 4.** If $f : T^S \rightarrow A$ is strategy-proof and onto, then it is unanimous and monotonic.
Proof. Let \( \succ \) be a profile such that \( f(\succ) = a \) and consider a monotonic change in preferences around \( a \) to get to profile \( \succ' \). That is, for every agent \( i \), \( a \succ_i b \) implies that \( a \succ_i' b \). We claim that \( f(\succ') = a \), so that \( f \) is monotonic.

To see this, we first show that \( f(\succ'_{1}, \succ_{-1}) = a \). By strategy-proofness, \( f(\succ) \succ_{1} f(\succ'_{1}, \succ_{-1}) \) if \( f(\succ) \neq f(\succ'_{1}, \succ_{-1}) \). Since the preference change for agent 1 is monotonic around \( f(\succ) \), one gets that \( f(\succ) \succ_{1} f(\succ'_{1}, \succ_{-1}) \), which contradicts strategy-proofness at the profile \( \succ' \). Hence, as claimed, \( f(\succ'_{1}, \succ_{-1}) = a \).

Since we can get from profile \( \succ \) to profile \( \succ' \) by changing agents’ preferences one at a time in the same way, it follows that \( f(\succ') = a \), as we wanted to show. Thus, \( f \) is monotonic.

To show unanimity, choose \( a \in A \). Since \( f \) is onto, there exists \( \succ \) such that \( f(\succ) = a \). By monotonicity, \( f(\succ') = a \) if \( \succ' \) is obtained from \( \succ \) simply by pushing \( a \) to the top of every agent’s ranking. Monotonicity again implies that for any preference profile \( \succ'' \) where \( a \) is top ranked for each individual, \( f(\succ'') = a \), which shows unanimity.

Our next step is to also consider profiles with indifferences, i.e., states outside of the set \( T^S \). Indeed, these two previous propositions are important in establishing the Gibbard–Satterthwaite theorem.

Proposition 5. If \( |A| \geq 3 \), the domain of preferences includes all possible strict rankings, and \( f \) is strategy-proof and onto, then \( f \) is dictatorial.

Proof. The previous two propositions already imply the result over the domain \( T^S \). Thus, consider a preference profile \( \succeq \) in which indifferences occur.

We argue by contradiction; i.e., suppose \( f \) is not dictatorial. Call \( j \) the agent that is a dictator for \( f \) over all profiles in \( T^S \); assume that \( f(\succeq) = a \) and that there exists \( b \in A \) such that \( b \succ_j' a \). Let \( b \) be top ranked for agent \( j \) under preferences \( \succeq_j \).

Consider now another preference profile \( \succ' \) such that
(i) \( \succ'_i \) is a strict preference relation for all \( i \in N \);
(ii) for all \( i \neq j \), \( a \succ'_i b \succ'_i c \) for every \( c \neq a, b \); and
(iii) \( b \succ'_j a \succ'_j c \) for every \( c \neq a, b \).

Let \( k \neq j \) and consider the profile \( (\succ'_k, \succeq_{-k}) \). By strategy-proofness applied at this profile, we must have that \( f(\succeq_k, \succeq_{-k}) = a = f(\succeq) \). With the same logic, and moving agents other than \( j \) one by one from preference \( \succeq_i \) to \( \succeq'_i \), we conclude that \( f(\succeq_j, \succeq'_{-j}) = a = f(\succeq) \).

Next, note that strategy-proofness at profile \( \succeq' \) implies that \( f(\succeq') \) is either \( a \) or \( b \). However, it cannot be \( b \), by strategy-proofness applied to agent \( j \) at profile \( (\succeq_j, \succeq'_{-j}) \). Thus, \( f(\succeq') = a \), which contradicts that \( j \) is a dictator over strict profiles.

We conclude that \( f \) is dictatorial.

The unrestricted domain of strict preference assumption is strong because every possible strict ordering of alternatives must be allowed. On the other hand, there are some interesting subdomains to which the impossibility result extends. Remarkably, though, there are also important subdomains in which possibility results arise, such as that of quasi-linear preferences (Example 2).20 Likewise, the assumption of having at least three alternatives also matters, as we are about to see in Example 5. Finally, versions of the impossibility result are obtained for SCRs that are not single-valued and that use lotteries over alternatives.21

---

20Other restrictions, such as separability (Barberá, Sonnenschein, and Zhou (1991)) or single-peakedness of preferences (Sprumont (1991)), also yield very interesting positive results.

Example 5. Recall Example 1. Consider the majoritarian SCF $f$: $f(E) = a$ whenever $|N^a_i| > |N^b_i|$, and $f(E) = b$ otherwise. Suppose we use a direct revelation mechanism, in which each agent is simply asked to report his preferences (say, by reporting his top-ranked alternative), and the outcome function implements the majoritarian rule on the basis of the collected reports. In the above notation, let $M_i = \{a, b\}$ for every $i \in N$ be the message set, and $g(m) = f(m)$. It is easy to see that reporting the truth is a dominant strategy in this mechanism; i.e., regardless of what the other agents report, no agent has an incentive to lie about his preferences. To see this, note that agent $i$’s report changes the outcome only when it is pivotal, i.e., when there is a tie between the two alternatives in the reports of the other agents, and then he prefers to tell the truth. Thus, $f$ is implementable in dominant strategies, but it is not dictatorial.

Example 6. Recall the efficient decision of Example 2. Consider a direct revelation mechanism, in which every agent is asked his type; agent $i$ then announces $m_i$ and then $d^*(m)$ is undertaken and certain transfers $x_i(m)$ are imposed.

The Vickrey–Clarke–Groves (Vickrey (1961), Clarke (1971), Groves (1973)) mechanism implements the efficient decision in dominant strategies. That is, regardless of the other agents’ announcements, agent $i$ will always want to tell the truth. This is done by setting transfers $x_i(m) = \sum_{j \neq i} u_j(d^*(m), m_j) + h_i(m_{-i})$, where we choose the functions $h_i(\cdot)$ to ensure that $\sum_{i \in N} x_i(m) = 0$. Now we show that every agent $i \in N$ maximizes his utility at $m_i = t_i$ regardless of the other agents’ announcements. Suppose not, that is, there exist announcements $m_{-i}$ for the other agents such that agent $i$ of type $t_i$ prefers to announce $\tau_i$ rather than $t_i$. Namely,

$$u_i(d^*(\tau_i, m_{-i}), t_i) + \sum_{j \neq i} u_j(d^*(\tau_i, m_{-i}), m_j) > u_i(d^*(t_i, m_{-i}), t_i) + \sum_{j \neq i} u_j(d^*(t_i, m_{-i}), m_j),$$

but this inequality contradicts the definition of $d^*$ for the state $(t_i, m_{-i})$. Therefore, this mechanism induces truth telling as a dominant strategy.

4. Implementation in Nash Equilibrium. One important message delivered by the Gibbard–Satterthwaite theorem of the previous section is that implementation in dominant strategies has very limited success over the unrestricted domain of preferences when there are at least three alternatives, since only dictatorial rules can be implemented. One possible way out of this strongly negative result, as Example 6 demonstrated, is to restrict the domain of possible preferences to some relevant sub-domain. The other way out is the one that we explore in this section, and it concerns a change in the requirements imposed on the implementing mechanism. Instead of dominance, the new idea will be that of an equilibrium.

We assume that there is complete information among the agents; i.e., the true state $t$ is common knowledge among them so that all $n$ agents know it, all know that they know it, all know that they know that they know it, and so on. This assumption is especially justified when the implementation problem concerns a small number of agents that hold good information about one another (think, for example, of a setting in which two parties are trying to write a contract, and that they know something about each other that would be very difficult to verify for an outside enforcer). We also drop the assumption of independent domains of preferences.

---

$^{22}$Vickrey’s work deals with the allocation of a private good for money through an auction procedure. The reader can see that this can be another application of the model in this example.

$^{23}$There are difficulties concerning balanced-budget transfers for general functions $u_i(\cdot)$; see d’Aspremont and Gerard-Varet (1979) and Green and Laffont (1979) for results tackling this problem.
Given a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ played in state $t$, a Nash equilibrium of the mechanism $\Gamma$ in state $t$ is a strategy profile $m^*$ such that
\[
\forall i \in N, g(m^*(t)) \succeq_t g(m_i, m^*_{-i}(t)) \forall m_i \in M_i.
\]

At a Nash equilibrium, each agent is choosing a strategy that is a best response to the equilibrium strategies employed by the others. Note the “fixed point” idea between actions and expectations embodied in the concept: each agent $i$ chooses $m^*_i$ because he expects the others to play $m^*_{-i}$, and these expectations are justified because each of the others have no incentive to choose something else if they all stick to $m^*$. Thus, while dominance requires an agent to choose his strategy regardless of what the others play, the equilibrium logic asks an agent to choose his strategy as a best response to what he conjectures the others will be doing.

Given a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ played in state $t$, we denote by $N(\Gamma, t)$ the set of Nash equilibria of the game induced by $\Gamma$ in state $t$. Likewise, $g(N(\Gamma, t))$ denotes the corresponding set of Nash equilibrium outcomes.

We shall say that an SCR $F$ is Nash implementable if there exists a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ such that for every $t \in T$, $g(N(\Gamma, t)) = F(t)$.

A first observation is in order. To achieve (full) implementability, in general we will have to go well beyond direct mechanisms. Assume the existence of a universally bad alternative (for example, an allocation that gives zero amounts of all goods to every consumer in an exchange economy). Given the complete information assumption, a direct mechanism for an SCF $f$ would ask each agent to report the state. Let us then use a simple direct mechanism in which if all agents agree on the announced state $\hat{t}$, $f(\hat{t})$ is implemented, while the bad alternative results otherwise. Note how, in addition to the “good” Nash equilibrium of the mechanism, in which all agents report the true state, $t = t$, there are multiple equilibrium outcomes corresponding to any other unanimous announcement. It follows that, to achieve our notion of implementability, we will have to employ more sophisticated mechanisms.

We shall now be concerned with the investigation of necessary and sufficient conditions on SCRs that are Nash implementable. The next fundamental result is due to Maskin (1999).

**Proposition 6.** If an SCR $F$ is Nash implementable, it is monotonic.

**Proof.** Suppose the true state is $t$, and let $a \in F(t)$. Because $F$ is Nash implementable, there exists a mechanism $\Gamma$ and a Nash equilibrium thereof, $m^*$, played in state $t$ such that $g(m^*) = a$. Now consider a monotonic change in preferences around $a$ to get to state $t'$. Since no alternative has risen in any agent’s preference ranking with respect to $a$, the profile $m^*$ continues to be a Nash equilibrium of $\Gamma$ in state $t'$. That is, $a \in g(N(\Gamma, t'))$ and, since $F$ is Nash implementable, $a \in F(t')$, but then $F$ is monotonic.

Thus, monotonicity is a necessary condition for Nash implementability in any environment. The next question we may want to ask is how restrictive monotonicity is. When applied to SCFs on the unrestricted domain of preferences, monotonicity is a very demanding condition. Recall Proposition 3, which establishes that with at least three alternatives, monotonicity and unanimity imply that the SCF is dictatorial. Note that Proposition 3 can be extended to domains that allow indifferences: indeed,

---

24Although the first version of Maskin’s results for Nash implementation was circulated in an MIT working paper in 1977, they were published 22 years later.

one can add a sixth step to the existing proof, in which one can undo indifferences in a
monotonic way around the alternative chosen by the SCF to end up showing that there
exists a dictator. Maintaining the unrestricted domain assumption, monotonicity is
still a very strong requirement for SCRs: Hurwicz and Schmeidler (1978) show that
monotonicity is incompatible with efficiency.

However, for multivalued SCRs defined over many interesting restricted domains,
monotonicity is more permissive. For example, one can show that the Walrasian
SCR of Example 3 is monotonic in certain domains (see Example 7 below). Also,
the SCR that assigns to each social choice problem the set of its efficient alternatives
is monotonic in any environment. In general, we can conclude that monotonicity is
compatible with a range of interesting social goals in relevant domains.

Our next step is to inquire about the sufficient conditions for Nash implementabil-
ity. As it turns out, Proposition 6 has almost a converse, at least for the case of three
or more agents. The next result is also due to Maskin (1999).26

Proposition 7. Let \( n \geq 3 \). If an SCR \( F \) is monotonic and satisfies no-veto, it
is Nash implementable.

Proof. The proof is based on the construction of a canonical mechanism that will
Nash implement \( F \) under the two conditions assumed.

Consider the following mechanism \( \Gamma = (\{M_i\}_{i \in N}, g) \), where agent \( i \)'s message set
is \( M_i = A \times T \times \mathbb{Z}_+ \) (recall that \( A \) is the set of alternatives, \( T \) the set of possible
states, and \( \mathbb{Z}_+ \) the set of nonnegative integers). We shall denote a typical message
sent by agent \( i \) by \( m_i = (a^i, t^i, z^i) \). The outcome function \( g \) is defined in the following
three rules:

(i) If, for every agent \( i \in N \), \( m_i = (a^i, t^i, 0) \) and \( a \in F(t) \), \( g(m) = a \).

(ii) If \( (n - 1) \) agents \( i \neq j \) send \( m_i = (a^i, t^i, 0) \) and \( a \in F(t) \), but agent \( j \) sends
(\( m_j = (a^j, t^j, z^j) \neq (a^i, t^i, 0) \), then \( g(m) = a \) if \( a^j \succ_j a \), and \( g(m) = a^j \)
otherwise.

(iii) In all other cases, \( g(m) = a' \), where \( a' \) is the alternative chosen by the agent
with the lowest index among those who announce the highest integer.

We now have to show that for all \( t \in T \), the set of Nash equilibrium outcomes of
the mechanism \( \Gamma \) coincides with \( F(t) \), i.e., \( g(N(\Gamma, t)) = F(t) \).

Step 1. For all \( t \in T \), \( g(N(\Gamma, t)) \subseteq F(t) \). Fix state \( t \in T \). Let \( a \in F(t) \) and
consider the following strategy profile used by the agents, where each agent \( i \in N \)
chooses \( m_i = (a^i, t^i, 0) \). First, note that this profile falls under rule (i) of the outcome
function and \( a \) would be implemented. Furthermore, no agent \( i \) has an incentive to
deviate from \( m_i^* \); by deviating, he could only hope to induce rule (ii) (because rule
(iii) is not accessible with a unilateral deviation from this strategy profile). But since
the strategy profile \( m^* \) includes a unanimous report of the true state, agent \( i \) could
only change the outcome if he chose an alternative that he does not prefer to \( a \). Thus,
there is no unilateral profitable deviation and \( m^* \) is a Nash equilibrium.

Step 2. For all \( t \in T \), \( g(N(\Gamma, t)) \subseteq F(t) \). Fix a state \( t \in T \). Let \( \hat{m} \in N(\Gamma, t) \)
and let \( \hat{a} \) be the corresponding outcome according to the outcome function \( g \). If \( \hat{a} \)
is a result of either rule (ii) or rule (iii), there exists \( j \in N \) such that every \( k \neq j \) can
induce his top-ranked outcome by choosing a high enough integer. Therefore, \( \hat{a} \)
must be top ranked for at least \( (n - 1) \) agents, and by no-veto, \( \hat{a} \in F(t) \).

We are left with \( \hat{a} \) being a result of rule (i). That is, there is a unanimous report
\( \hat{m} = (\hat{a}, t, 0) \) with \( \hat{a} \in F(t) \), but \( t \neq t \), i.e., a false state is being reported. If \( \hat{a} \in F(t) \),

\(^{26}\)We present a proof due to Repullo (1987); see alternative proofs in Williams (1986) and Saijo
(1988).
we are done. So suppose that \( \hat{a} \notin F(t) \). That is, \( \hat{a} \in F(\hat{t}) \) and \( \hat{a} \notin F(t) \). Since \( F \) is monotonic, in going from state \( \hat{t} \) to state \( t \), a preference change around \( \hat{a} \) must have occurred, i.e., there exists \( i \in N \) and \( b \in A \) such that \( \hat{a} \succeq_i b \) and \( b \succ_i \hat{a} \). Then consider the following deviation on the part of agent \( i \) from \( \hat{m} \): let agent \( i \) send message \( m'_i = (b, \cdot, \cdot) \). By doing this, outcome \( b \) is implemented and agent \( i \) profits from the deviation (recall that his true preferences are the ones described in profile \( t \)), thereby contradicting that \( \hat{m} \) is a Nash equilibrium. Thus, this case is impossible and the proof is complete.

In closing the gap between necessary and sufficient conditions, it is first important to note the following domain of environments:

An environment is *economic* if, as part of the social alternatives, there exists a private good—e.g., money—over which all agents have a strictly positive preference. Note then that in economic environments the no-veto condition is vacuously satisfied, because it is never the case that an alternative is top ranked by \((n-1)\) individuals. We obtain the following corollary.

**Corollary 1.** Consider economic environments and let \( n \geq 3 \). An SCR \( F \) is Nash implementable if and only if it is monotonic.

In general, though, no-veto is not a necessary condition for Nash implementability, and monotonicity alone is not sufficient (see Maskin (1999)).\(^{27}\) Necessary and sufficient conditions were provided for general environments in Moore and Repullo (1990). The two-agent case is somewhat special. Recall rule (ii) in the canonical mechanism of the proof of Proposition 7. With more than two agents, it is possible to detect unilateral deviations from an otherwise unanimous announcement, while this is not true if one considers two-agent environments. Nonetheless, this difficulty can be circumvented, and necessary and sufficient conditions were provided in Moore and Repullo (1990) and Dutta and Sen (1991).

One final observation is worth making. The canonical mechanism in the proof of Proposition 7 is necessarily quite abstract, as it is able to handle a large number of social choice problems. In particular, the device in rule (iii), called an integer game, has received much criticism for being unnatural.\(^{28}\) However, one should not lose track of the main purpose of the current exercise, and that is the characterization of rules that are Nash implementable. As such, integer games are just a method of proof employed in establishing this important result. It should be true, though, and indeed this is the case, that more realistic mechanisms can be constructed when one deals with a specific application of the theory.

We now revisit some of our examples.

**Example 7.** Recall the exchange economy of Example 3. It is easy to see that the Walrasian rule is manipulable (not strategy-proof), in the sense that agents may have an incentive to misrepresent their true preferences. For example, consider a specific domain consisting of two economies. In both, the set of agents is \( N = \{i, j\} \), there are two consumption goods 1 and 2, and the initial endowment is \( \omega_i = (3, 9) \) and \( \omega_j = (9, 3) \). Suppose there is no uncertainty about the preferences of agent \( i \), which are represented by the utility function \( u_i(x_{i1}, x_{i2}) = x_{i1}x_{i2} \). However, while

\(^{27}\) Although there are other environments where monotonicity alone is enough to guarantee Nash implementability (e.g., Moulin (1983)).

\(^{28}\) The lack of compactness of the strategy set implied by the use of \( \mathbb{Z}_+ \) is not a great concern: it can be remedied by introducing a modulo game (a compactified version of the integer game); see Jackson (1992) for an insightful critique.
in state $t$, agent $j$’s utility function is $u_j((x_{j1}, x_{j2}), t) = x_{j1} x_{j2}$. And in state $t'$ it is $u_j((x_{j1}, x_{j2}), t') = x_{j1}^2 x_{j2}$. The reader can check that the unique competitive allocation in state $t$ assigns the bundle $(6, 6)$ to each consumer (supported by prices $p^t = (1, 1)$), while in state $t'$ it is the allocation $((60/13, 20/3), (96/13, 16/3))$ (supported by prices $p'^t = (13/9, 1)$). Note how $u_j((96/13, 16/3), t) > u_j((6, 6), t)$, and therefore, if asked by the planner about his preferences before the Walrasian rule is implemented, agent $j$ has an incentive to lie.

One possible way out for the designer is to take advantage of the fact that the state is common knowledge among the agents (complete information). The hope is that the truth can be elicited, if not as a dominant strategy (as we have just established), perhaps as the Nash equilibrium of some mechanism. The key is to show that, in the specified environments, the Walrasian SCR is monotonic. This is indeed the case if one considers economies in which the Walrasian allocations assign positive amounts of all goods to each consumer, as the reader can check. Difficulties with monotonicity appear at the boundary of the consumption set (see Hurwicz, Maskin, and Postlewaite (1995)).

There are interesting domains of economies where the Walrasian SCR assigns strictly positive bundles to each consumer. For example, suppose that all $l$ goods considered in the model are essential to subsistence (all bundles along the axes of the nonnegative orthant are strictly less preferred than those in its interior) and assume that each consumer holds initially positive amounts of all goods. Then it follows from Corollary 1 that the Walrasian SCR is Nash implementable in this domain of environments when there are at least three consumers.

**Example 8.** Recall Example 4 and the Solomonic rule prescribed there. It turns out that this SCF is not easy to implement. First, it follows from our discussion in Example 4 that it is not implementable in dominant strategies. Moreover, it is not implementable in Nash equilibrium either, because it is not monotonic (recall Proposition 6). That is, note that the social choice changes from state $t_\alpha$ to state $t_\beta$, even though no alternative that was less preferred than $a$ for either woman has become now preferred to $a$. Therefore, there does not exist any mechanism that can implement the Solomonic rule in Nash equilibrium.

### 4.1. Virtual Implementation in Nash Equilibrium.

Thus far we have understood that monotonicity is the key condition behind Nash implementability, and we have seen that in certain environments (e.g., as in Example 7), it is a permissive condition in that it is compatible with interesting social goals. However, as pointed out in Example 8 (recall also the work cited in footnote 25), some other times it imposes severe restrictions on the set of Nash implementable rules.

In this subsection, two important changes are introduced in the model. First, the set of alternatives considered is the set $\Delta$ of lotteries over the set $A$, and second, the designer will content herself with approximately implementing her SCR, instead of implementing it exactly. One can easily justify both changes. On the one hand, lotteries are devices used often in the allocation of resources. On the other hand, the approximation to the desired SCR will be an arbitrarily close one; i.e., for all $\epsilon \in (0, 1)$, the desired SCR will be implemented with probability $(1 - \epsilon)$, while something else

---

29Indeed, apart from the canonical mechanism of the proof of Proposition 7, mechanisms tailored to the Walrasian SCR for private and public goods have been proposed in Hurwicz (1979), Schmeidler (1980), Walker (1981), and Dutta, Sen, and Vohra (1995).

30Although I prefer the more accurate name of “approximate implementation,” the literature has referred to this approach as virtual implementation.
will be allowed to happen with probability $\epsilon$. The effects of these two changes on the scope of the theory of implementation will be striking. This is an amazing insight, first obtained independently by Matsushima (1988) and Abreu and Sen (1991).

Let us now recall some of our definitions, properly adapted to the consideration of lotteries.

Let $A = \{a_1, \ldots, a_k\}$ be the finite set of social alternatives. Let $\Delta$ be the set of lotteries (probability distributions) over the set $A$, i.e.,

$$\Delta = \left\{ (p_1, \ldots, p_k) \in \mathbb{R}_+^k : \sum_{j=1}^k p_j = 1 \right\}.$$

An SCR $F$ is now a nonempty-valued mapping $F : \mathcal{T} \mapsto 2^\Delta \setminus \{\emptyset\}$. Of course, non-random alternatives and nonrandom SCRs are covered as particular cases of these definitions.

Let $\Delta_+$ be the subset of $\Delta$ of strictly positive lotteries, i.e.,

$$\Delta_+ = \left\{ (p_1, \ldots, p_k) \in \mathbb{R}_+^k : \sum_{j=1}^k p_j = 1 \right\}.$$

As we shall see shortly, the set $\Delta_+$ will play an important role in the analysis.

In order to speak of virtual implementation, a notion of “closeness” is called for. Given two lotteries $p, p' \in \Delta$, $d(p, p')$ will refer to the Euclidean distance between them, i.e.,

$$d(p, p') = \left[ \sum_{j=1}^k (p_j - p'_j)^2 \right]^{1/2}.$$

Given two SCRs $F$ and $H$, we define the distance between them at state $t \in \mathcal{T}$ if there exists a bijection $\pi_t : F(t) \mapsto H(t)$. Then

$$d(F(t), H(t)) = \sup_{p \in F(t)} d(p, \pi_t(p)).$$

Recall also that in the mechanism $\Gamma = ((M_i)_{i \in N}, g)$, the outcome function $g : \prod_{i \in N} M_i \mapsto \Delta$, and that $g(\mathcal{N}(\Gamma, t))$ denotes the set of Nash equilibrium outcomes of the mechanism $\Gamma$ in state $t$.

We shall say that an SCR $F$ is virtually Nash implementable if for every $\epsilon > 0$, there exists a mechanism $\Gamma$ such that for every state $t \in \mathcal{T}$, $d(F(t), g(\mathcal{N}(\Gamma, t))) < \epsilon$.

Note how (exact) Nash implementability corresponds to this definition when $\epsilon = 0$: virtual implementability allows the designer to “make a mistake” with respect to her true goals, but that “mistake” can be made arbitrarily small. Stated in slightly different terms, virtual implementability amounts to exact implementability of a nearby rule.

Following our line of inquiry, we are interested in identifying the necessary and sufficient conditions for virtual Nash implementability. The next striking result is due to Matsushima (1988) and Abreu and Sen (1991).

We have to adapt the notion of ordinality appropriately, since the true set of alternatives is now the set of lotteries: this means that risk preferences are taken into account. Recall that environment $E$ corresponds to state $t$, while $E'$ corresponds to $t'$.
An SCR $F$ is ordinal if, whenever $F(E) \neq F(E')$, there must exist an agent $i \in N$ and two lotteries $p, p' \in \triangle$ such that $u_i(p, t) \geq u_i(p', t)$ and $u_i(p', t') > u_i(p, t')$. That is, the concept of ordinality remains as before: for the social choice to change between two environments, a change in the relevant preferences must happen; in this case, these are von Neumann–Morgenstern risk preferences over lotteries. In particular, the validity of Proposition 1 still holds: as long as we use game theory based on expected utility, ordinality remains a necessary condition for implementability in any game theoretic solution concept. The surprise is now that, with at least three agents, ordinality is also sufficient for virtual Nash implementability.

We shall also make the following very weak regularity assumption on environments:

An environment $E \in \mathcal{E}$ satisfies no-total-indifference (NTI) if no agent is indifferent among all alternatives in $A$. That is, for each agent $i \in N$ and each state $t \in T$, there exist $a, a' \in A$ such that $a \succ_i^t a'$.

**Proposition 8.** Consider environments satisfying NTI, and let $n \geq 3$. Any ordinal SCR $F$ is virtually Nash implementable.

**Proof.** Consider first SCRs $F$ whose range is contained in $\triangle_+$. We claim that any such SCR is monotonic. Consider two states $t$ and $t'$. Let $p \in F(t)$ and $p \notin F(t')$. Since $F$ is ordinal, there exists $i \in N$ and lotteries $p'$ and $p''$ such that $u_i(p', t) \geq u_i(p'', t)$ and $u_i(p'', t') > u_i(p', t')$. Since agent $i$’s preferences are of the expected utility form, this means that

$$\sum_{j=1}^{k} (p''_j - p'_j)u_i(a_j, t) \leq 0, \quad \text{while} \quad \sum_{j=1}^{k} (p''_j - p'_j)u_i(a_j, t') > 0.$$ 

Therefore, choosing $\lambda > 0$ small enough, one has

$$\sum_{j=1}^{k} [p_j + \lambda(p''_j - p'_j)]u_i(a_j, t) \leq u_i(p, t), \quad \text{while} \quad \sum_{j=1}^{k} [p_j + \lambda(p''_j - p'_j)]u_i(a_j, t') > u_i(p, t'),$$

which implies that $F$ is monotonic (notice how we used that $p \in \triangle_+$ in the last step).

By our NTI assumption, it is also clear that any $F$ whose range is contained in $\triangle_+$ satisfies no-veto (because no lottery in $\triangle_+$ is top ranked for any agent). Therefore, by Proposition 7, $F$ is exactly Nash implementable.

Finally, consider an SCR $F$ whose range is not contained in $\triangle_+$. Notice that for any such $F$ and for every $\epsilon > 0$, there exists an SCR $F_\epsilon$ with range contained in $\triangle_+$ such that $d(F(t), F_\epsilon(t)) < \epsilon$. That is, there exists an arbitrarily close Nash implementable SCR, which means that $F$ is virtually Nash implementable.

Example 9. Recall our Examples 4 and 8, where we had concluded that the Solomonic rule is not exactly Nash implementable. We will now show that it is virtually Nash implementable. To do this, we construct an explicit mechanism that King Solomon could use.
Recall Ann (A) and Beth’s (B) preferences, which are represented by utility functions in each state:

\[ u_A(a, t_\alpha) > u_A(b, t_\alpha) > u_A(c, t_\alpha) > u_A(d, t_\alpha), \]
\[ u_B(b, t_\alpha) > u_B(c, t_\alpha) > u_B(a, t_\alpha) > u_B(d, t_\alpha) \]

in state \( t_\alpha \), and

\[ u_A(a, t_\beta) > u_A(c, t_\beta) > u_A(b, t_\beta) > u_A(d, t_\beta), \]
\[ u_B(b, t_\beta) > u_B(a, t_\beta) > u_B(c, t_\beta) > u_B(d, t_\beta) \]

in state \( t_\beta \). The specific utility values will not matter.

Consider the following mechanism \( \Gamma = ((M_i)_{i=A,B}, g) \): for \( i = A, B \), let \( M_i = T \times T \times \mathbb{Z} \); that is, each woman is asked to report the state twice and a nonnegative integer. Let a typical message sent by woman \( i \) be \( m_i = (m_{1i}, m_{2i}, m_{3i}) \). For a fixed \( \epsilon \in (0,1) \), the outcome function \( g \) is described in the following rules:

(i) If \( m_{1A} \neq m_{1B} \), \( g(m) = d \).
(ii.a) If \( m_{1A} = m_{1B} = m_{2A} = m_{2B} = t_\alpha \),
\[ g(m) = (1 - \epsilon)a + \epsilon c. \]
(ii.b) If \( m_{1A} = m_{1B} = m_{2A} = m_{2B} = t_\beta \),
\[ g(m) = (1 - \epsilon)b + \epsilon c. \]
(iii.a) If \( m_{1A} = m_{1B} = m_{2B} = t_\alpha \neq m_{2A} \),
\[ g(m) = (1 - \epsilon)a + \epsilon d. \]
(iii.b) If \( m_{1A} = m_{1B} = m_{2A} = t_\beta \neq m_{2B} \),
\[ g(m) = (1 - \epsilon)b + \epsilon d. \]
(iv.a) If \( m_{1A} = m_{1B} = m_{2A} = t_\alpha \neq m_{2B} \),
\[ g(m) = (1 - \epsilon)a + \epsilon[(1/2)a + (1/2)c]. \]
(iv.b) If \( m_{1A} = m_{1B} = m_{2B} = t_\beta \neq m_{2A} \),
\[ g(m) = (1 - \epsilon)b + \epsilon[(1/2)b + (1/2)c]. \]
(v.a) If \( m_{1A} = m_{1B} = t_\alpha \neq m_{2A} = m_{2B} \),
\[ g(m) = \begin{cases} a & \text{if } m_{3A} \geq m_{3B}, \\ b & \text{otherwise}. \end{cases} \]
(v.b) If \( m_{1A} = m_{1B} = t_\beta \neq m_{2A} = m_{2B} \),
\[ g(m) = \begin{cases} b & \text{if } m_{3B} \geq m_{3A}, \\ a & \text{otherwise}. \end{cases} \]

The reader can check that the only Nash equilibria of this mechanism occur under rule (ii.a) in state \( t_\alpha \) and under rule (ii.b) in state \( t_\beta \). Moreover, this is true for any \( \epsilon \in (0,1) \). Therefore, the proposed mechanism virtually Nash implements the Solomonic SCF.
5. Implementation in Bayesian Nash Equilibrium. We shall now consider environments in which the state \( t = (t_1, \ldots, t_n) \) is not common knowledge among the \( n \) agents. We shall denote by \( T \) the set of states compatible with an environment, i.e., a set of states that is common knowledge among the agents. As such, \( T \subseteq \mathcal{T} \), the domain of possible states. Note that, under complete information, \( T = \{t\} \); i.e., the set of states compatible with an environment is the singleton containing the state.

Let \( T = \prod_{i \in N} T_i \), where \( T_i \) denotes the (finite) set of agent \( i \)'s _types_. Each agent \( i \in N \) knows his type \( t_i \in T_i \), but not necessarily the types of the others. The interpretation is now that \( t_i \in T_i \) describes the private information possessed by agent \( i \). This private information will concern different aspects: (i) it may be about his own preferences, as in private values models (an art auction, where one’s true valuation for the painting is one’s private information); (ii) it may concern someone else’s preferences, as in a common value problem (one may hold valuable information that is key to ascertaining the true value of the object being transacted); or (iii) it may be about aspects other than preferences (even if there is no uncertainty about preferences, one agent may hold more information than the others regarding the future distribution of individual wealth). We will use the notation \( t_{-i} \) to denote \( (t_j)_{j \neq i} \). Similarly, \( T_{-i} = \prod_{j \neq i} T_j \).

Each agent has a _prior belief_—probability distribution—\( q_i \) defined on \( T \), which may or may not be commonly shared. We make an assumption of nonredundant types: for every \( i \in N \) and \( t_i \in T_i \), there exists \( t_{-i} \in T_{-i} \) such that \( q_i(t) > 0 \). For each \( i \in N \) and \( t_i \in T_i \), the conditional probability of \( t_{-i} \in T_{-i} \), given \( t_i \), is the _posterior belief_ of type \( t_i \) and it is denoted \( q_i(t_{-i} \mid t_i) \). Let \( T^* \subseteq T \) be the set of states with positive probability. We assume that agents agree on the states in \( T^* \); i.e., for all \( i \in N \), \( q_i(t) = 0 \) if and only if \( t \notin T^* \).

The pair of objects consisting of sets of types and prior beliefs is referred to as an _information structure_. As defined, we are allowing a great deal of asymmetric information held by the agents in our model (note that the complete information structure consists of a singleton set of states and a degenerate distribution for each agent that assigns probability 1 to that state).

Recall that \( A \) denotes the (finite) set of social alternatives or outcomes, and \( \Delta \) the set of lotteries over \( A \).

Given agent \( i \)'s state \( t \) utility function \( u_i(\cdot,t) : \Delta \times T \mapsto \mathbb{R} \), the _interim/conditional_ expected utility of agent \( i \) of type \( t_i \) corresponding to an SCF \( f : T \mapsto \Delta \) is defined as

\[
U_i(f|t_i) = \sum_{t'_{-i} \in T_{-i}} q_i(t'_{-i}|t_i)u_i(f(t'_{-i}, t_i), (t'_{-i}, t_i)).
\]

An _environment with incomplete information_ is a list \( E = (N, A, (u_i, T_i, q_i)_{i \in N}) \). A domain is a class of environments that fix the set \( A \) of social alternatives, where each environment is common knowledge among the agents.\(^{32}\)

The only informational difference between the agents and the planner is that each agent \( i \) has received his private information \( t_i \) (has “learned his type”). In contrast,

---

\(^{31}\)As the reader will have noticed, the domain of the utility function has already been extended to take account of lotteries. On the other hand, making \( T \) instead of \( \mathcal{T} \) the second part of the domain is without loss of generality, as will become clear in what follows.

\(^{32}\)Just like under complete information, it will not be necessary to endow the domain of environments with a Bayesian structure; i.e., it is not important what priors on the different environments are held by the designer.
while the planner knows that if agent $i$ has received the private information $t_i$, agent $i$'s posterior belief is $q_i(t_{-i} | t_i)$ and his conditional expected utility is $U_i(\cdot | t_i)$, she does not know the true $t_i$ observed by agent $i$. Since the social choice that the planner wishes to make in general will depend on the agents’ private information, the problem is once again when and how the planner will be able to elicit it.

For simplicity in the presentation, we shall consider only single-valued rules. An SCF $f$ is a mapping $f : T \mapsto A$.\textsuperscript{33} Let $\mathcal{F}$ denote the set of SCFs. Again, random SCFs map into $\Delta$, and we will use them later when we talk about virtual implementation.

Two SCFs $f$ and $h$ are equivalent ($f \approx h$) if $f(t) = h(t)$ for every $t \in T^*$ (see Jackson (1991) for a discussion on equivalent rules).

We shall work with economic environments, as already defined in section 4. Actually we could weaken that definition of an economic environment and all our results would go through: we could define it to be one in which there exist at least two agents with different top-ranked alternatives and there is NTI.\textsuperscript{34}

Consider a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ imposed on an incomplete information environment $E$. Note that in the present environments, a mechanism induces a game of incomplete information. Recall that a direct mechanism for an SCF $f$ is one with $M_i = T_i$ for all $i \in N$ and whose outcome function is $f$ itself.

A Bayesian Nash equilibrium of $\Gamma$ is a profile of strategies $\sigma^* = (\sigma^*_i)_{i \in N}$ where $\sigma^*_i : T_i \mapsto M_i$ such that for all $i \in N$ and for all $t_i \in T_i$,

$$U_i(g(\sigma^*) | t_i) \geq U_i(g(\sigma^*_{-i}, \sigma'_i) | t_i) \quad \forall \sigma'_i : T_i \mapsto M_i.$$

Observe that a Bayesian Nash equilibrium, or simply a Bayesian equilibrium, is nothing but a Nash equilibrium of the expanded game “played by the types” of the agents.\textsuperscript{35} Therefore, what is crucial to the concept continues to be the dual property of (a) best responses to expectations, and (b) expectations being justified by every type’s optimal play.

Denote by $\mathcal{B}(\Gamma)$ the set of Bayesian equilibria of the mechanism $\Gamma$. Let $g(\mathcal{B}(\Gamma))$ be the corresponding set of equilibrium outcomes.

An SCF $f$ is Bayesian implementable if there exists a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ such that $g(\mathcal{B}(\Gamma)) \approx f$.

Note that we will continue to require full implementability. Historically, though, the literature began by requiring only truthful implementability, as we define next. This led to the fundamental notion of incentive compatibility, found in early works like Dasgupta, Hammond, and Maskin (1979), Myerson (1979, 1981), d’Aspremont and Gerard-Varet (1979), and Harris and Townsend (1981).

We shall say that an SCF $f$ is truthfully implementable or incentive compatible if truth-telling is a Bayesian equilibrium of the direct mechanism associated with $f$; i.e., if for every $i \in N$ and for every $t_i \in T_i$,

$$\sum_{t_{-i} \in T_{-i}} q_i(t_{-i} | t_i) u_i(f(t_i, t_{-i}), (t_i, t_{-i})) \geq \sum_{t_{-i} \in T_{-i}} q_i(t_{-i} | t_i) u_i(f(t'_i, t_{-i}), (t_i, t_{-i})) \quad \forall t'_i \in T_i.$$  

\textsuperscript{33}Given that we assume that $T$ itself is common knowledge among the agents, there is no loss of generality in being concerned with SCFs whose domain is $T$ instead of $\mathcal{T}$.

\textsuperscript{34}This weaker definition would cover the example of King Solomon.

\textsuperscript{35}In fact, there are game theorists that object to this change of name. They would argue that one should still refer to this concept as Nash equilibrium. I sympathize with this view, but I will follow the majority and will retain the adjective “Bayesian” in it, to emphasize the incomplete information component. Hopefully, Reverend Bayes will not be too annoyed at the game theory community because of this.
That is, an SCF \( f \) is incentive compatible whenever, if one expects the other agents to be truthful, one does not have an incentive to misrepresent his private information and report \( t'_i \) to the designer when one’s true type is \( t_i \). A fundamental result in the theory is known as the revelation principle (see, e.g., Myerson (1991)), and it justifies the central position occupied in the theory of incentives by direct mechanisms. The reason is that any Bayesian equilibrium of any game of incomplete information is outcome-equivalent to the truth-telling equilibrium of a suitably defined direct mechanism. Therefore, by exploring the class of direct mechanisms, one is able to track down all possible equilibrium behavior that could take place in any game imposed over a given set of outcomes. For our purposes, the relevance of incentive compatibility is given by the following result.

**Proposition 9.** If \( f \) is a Bayesian implementable SCF, there exists an SCF \( \hat{f} \), \( \hat{f} \approx f \), that is incentive compatible.

**Proof.** Let \( f \) be Bayesian implementable. Therefore, there exists a mechanism \( \Gamma = ((M_i)_{i \in N}, g) \) and a Bayesian equilibrium \( \sigma \) of \( \Gamma \) such that \( g(\sigma(t)) = f(t) \) for every \( t \in T^* \). By the revelation principle, since \( \sigma \) is a Bayesian equilibrium, one has that for all \( i \in N \) and for all \( t_i \in T_i \),

\[
U_i(g(\sigma)|t_i) \geq U_i(g(m'_i, \sigma_{-i}(t_{-i}))|t_i) \quad \forall m'_i \in M_i.
\]

This means that the SCF \( g(\sigma) \) is incentive compatible, but \( g(\sigma) \approx f \). \( \square \)

Thus, incentive compatibility is a real constraint to the set of Bayesian implementable rules.\(^{36}\) The intuition is straightforward: an SCF that is not incentive compatible is never to be realized, because even if the other agents are expected to behave truthfully, there are incentives for at least one agent to behave as if his private information were different.

We now investigate whether there are other necessary conditions for Bayesian implementability. The answer will turn out to be “yes,” and one way to understand why is to observe that direct mechanisms associated with incentive compatible SCFs typically have the problem of multiple equilibria.\(^{37}\) These considerations were first made in Postlewaite and Schmeidler (1986) and further developed in Palfrey and Srivastava (1989a), Mookherjee and Reichelstein (1990), and Jackson (1991), leading to the identification of a new condition. Before we present it, we need to go over some definitions.

Consider a strategy in a direct mechanism for agent \( i \), i.e., a mapping \( \alpha_i = (\alpha_i(t_i))_{t_i \in T_i} : T_i \rightarrow T_i \). A deception \( \alpha = (\alpha_i)_{i \in N} \) is a collection of such mappings where at least one differs from the identity mapping. That is, when agents are using a deception, at least one type of one agent is lying to the planner.

Given an SCF \( f \) and a deception \( \alpha \), let \( [f \circ \alpha] \) denote the following SCF: \( [f \circ \alpha](t) = f(\alpha(t)) \) for every \( t \in T \). That is, \([f \circ \alpha]\) is the SCF that would be implemented if the

---

\(^{36}\)See Example 7 and, to make it an environment with incomplete information properly speaking, suppose agent \( j \)'s preferences were his private information. Then the SCF that assigns the Walrasian allocation in each state is not incentive compatible. Strengthening this point, important impossibility results associated with incentive compatibility can be obtained (e.g., Myerson and Satterthwaite (1983)).

\(^{37}\)This may happen already under complete information: Suppose there are two agents and two states in \( T^* \), \( t = (t_1, t_2) \) and \( t' = (t'_1, t'_2) \). Let \( A = \{a, b, c\} \), and for \( i = 1, 2 \), \( u_i(c, t) = u_i(c, t') = 0 \), \( u_i(a, t) = u_i(b, t') = 1 \), \( u_i(b, t) = u_i(a, t') = 2 \). Let \( f(t) = a \) and \( f(t') = b \), and \( f(t_1, t'_2) = f(t'_1, t_2) = c \). Note that \( f \) is incentive compatible. However, the lying profile is also an equilibrium of the direct mechanism, and, moreover, it dominates the truth-telling one. With examples like this, one is led to consider the multiple equilibrium problem seriously.
planner wanted to implement $f$ but the agents were to use the deception $\alpha$: then, in each state $t$, instead of realizing $f(t)$, the outcome $f(\alpha(t))$ would result.

Finally, for a type $t_i \in T_i$, an SCF $f$, and a deception $\alpha$, let $f_{\alpha(t_i)}(t') = f(t'_{-i}, \alpha_i(t_i))$ for all $t' \in T$. That is, the SCF $f_{\alpha(t_i)}$ is what would be implemented if the planner wished to implement $f$, all agents other than $i$ were to be truthful, and agent $i$ would report that his type is $\alpha_i(t_i)$.

We shall say that an SCF $f$ is Bayesian monotonic if for any deception $\alpha$, whenever $f \circ \alpha \neq f$, there exist $i \in N$, $t_i \in T_i$, and an SCF $y$ such that

$$(*) \quad U_i(y \circ \alpha | t_i) > U_i(f \circ \alpha | t_i), \quad \text{while } U_i(f | t_i') \geq U_i(y_{\alpha_i(t_i)} | t_i') \quad \forall t_i' \in T_i.$$ 

In the spirit of monotonicity, Bayesian monotonicity justifies a change in the social choice on the basis of a preference change around it. Specifically, if $f$ is the social choice, but $\alpha$ is a deception that undermines it (in the sense that $f \circ \alpha$ is no longer socially optimal), there must exist an SCF $y$ and a type $t_i$ that prefers $y$ to $f$ if the deception $\alpha$ is used, while at the same time $y$ is not better than $f$ for any type in $T_i$ when every agent is truthful. The import of the condition is given by the following result.

**Proposition 10.** If $f$ is a Bayesian implementable SCF, there exists an SCF $\hat{f}$, $\hat{f} \approx f$, that is Bayesian monotonic.

**Proof.** Without loss of generality, let $\hat{f} = f$. Since $f$ is Bayesian implementable, there exists a mechanism $\Gamma = ((M_i)_{i \in N}, g)$ and a Bayesian equilibrium $\sigma$ of $\Gamma$ such that $g(\sigma) = f$.

Since $\sigma$ is a Bayesian equilibrium, it follows that for every $i \in N$ and for every $t_i \in T_i$, the set of outcomes $\{g(m_i', \sigma_{-i}(t_{-i})) \}$ must be contained in the set $\Phi_i$ consisting of all the SCFs $y$ satisfying that $U_i(f | t_i) \geq U_i(y_{\beta_i(t_i)} | t_i)$ for every $(\beta_i(t_i))_{t_i \in T_i} : T_i \mapsto T_i$ for all $t_i \in T_i_i$. That is, no unilateral deviation on the part of type $t_i$, including those in which he would pretend to be type $\beta_i(t_i)$, is profitable from his point of view.

Now fix a deception $\alpha$ that undermines $f$, i.e., $f \circ \alpha \neq f$. Since $f$ is Bayesian implementable, the strategy profile $\sigma \circ \alpha$, where for every $i \in N$ each type $t_i$ behaves as in $\sigma_i(\alpha_i(t_i))$, cannot be a Bayesian equilibrium. That is, there must exist a type $t_i$ who can force an outcome $y \circ \alpha$ via a unilateral deviation from $\sigma \circ \alpha$ that he prefers to $f \circ \alpha$. Furthermore, if $y \circ \alpha$ can be so induced, then the corresponding $y$ could also be induced via a unilateral deviation from $\sigma$, and thus it must belong to $\Phi_i$. But this is the preference change asked in equation $(*)$ by Bayesian monotonicity. \(\square\)

The following characterization of Bayesian implementable SCFs for exchange economies (recall Example 3) is related to a result due to Jackson (1991).\(^{38}\) We present a simple direct proof of this result.

**Proposition 11.** Consider an exchange economy and an SCF $f$ that never assigns the zero bundle to any agent. If there exists $\hat{f} \approx f$ that is incentive compatible and Bayesian monotonic, then $f$ is Bayesian implementable.\(^{39}\)

**Proof.** Without loss of generality, let $\hat{f} = f$. We shall assume that the aggregate endowment is the only top-ranked bundle of goods for each agent in each state. The

---

\(^{38}\) Jackson (1991) provides a characterization of set-valued rules when there are at least three agents. For those rules, in addition to incentive compatibility and Bayesian monotonicity, there is a third condition that is also necessary and sufficient: the set-valued rule must be closed under the concatenation of different common knowledge events. This issue does not arise if one considers only SCFs.

\(^{39}\) The zero bundle condition on $f$ is added to give this simple proof. In general, such a requirement is not part of the characterization.
proof constructs a canonical mechanism that implements \( f \) in Bayesian equilibrium whenever \( f \) satisfies the required properties. We describe the mechanism presently; note that it is augmented with respect to the direct mechanism for \( f \).

Consider the mechanism \( \Gamma = (\{M_i\}_{i \in N}, g) \), where \( M_i = T_i \times \mathcal{F} \times \mathbb{Z}_+ \); i.e., each agent is asked to report his type, an SCF, and a nonnegative integer. The outcome function \( g \) is as follows:

(i) If for all \( i \in N \), \( m_i = (t_i, f, 0) \), \( g(m) = f(t) \), where \( t = (t_1, \ldots, t_n) \).

(ii) If for all \( j \neq i \), \( m_j = (t_j, f, 0) \) and \( m_i = (t_i', y, z_i) \neq (t_i', f, 0) \), we can have two cases:
   
   (a) If for all \( t_i \), \( U_i(y'_i|t_i) \leq U_i(f|t_i) \), \( g(m) = y(t_i', t_{-i}) \).
   
   (b) Otherwise, \( g(m) = f(t_i', t_{-i}) \).

(iii) In all other cases, the total endowment of the economy is awarded to the agent of smallest index among those who announce the largest integer.

We now prove the proposition. First, we show that \( f \) can be supported by a Bayesian equilibrium of this mechanism. Consider the following strategy profile, where agent \( i \) of type \( t_i \) announces \( m_i(t_i) = (t_i, f, 0) \). If this profile is played, rule (i) is imposed and the outcome \( f(t) \) results when the true state is \( t \).

By incentive compatibility, agent \( i \) of type \( t_i \) would not want to change his type report (in this case, the outcome would still fall under rule (i)). Changing his integer would produce an outcome under rule (ii) and the equilibrium outcome \( f(t) \) would result. Finally, he could change his announced SCF to \( y \), but then \( y \) would be implemented only when for all types of player \( i \), \( y \) is not preferred to \( f \). The same goes if he were to deviate modifying his announced type and SCF: some \( y_{\alpha_i(t_i)} \) would result only when it is not better than \( f \) for any type of agent \( i \). Therefore, the proposed profile is a Bayesian equilibrium, and its outcome is \( f \).

In equilibrium, the outcome will never fall under rule (iii): a type who is not winning the integer game has an incentive to announce an integer larger than those announced by every type of every agent. This will increase his expected utility (note that \( f \) never assigns the aggregate endowment to any agent).

Rule (ii) also conflicts with equilibrium: one of the agents \( j \neq i \) can deviate and announce an SCF with all resources awarded to him, as well as the highest integer across all types. This would increase his expected utility.

Thus, all equilibrium strategies fall under rule (i); i.e., \( f \) is unanimously announced and all agents announce the integer 0. However, we could have that type \( t_i \) of agent \( i \) announces type \( \alpha_i(t_i) \) instead of a truth-telling report. When the true type profile is \( t \), this would result in the outcome \( f \circ \alpha \) being implemented.

If \( f \circ \alpha \approx f \), we are done, i.e., we have multiple equilibria, but with the same outcome. Thus, suppose that \( f \circ \alpha \neq f \). Because \( f \) is Bayesian monotonic, there exists a type \( t_i \) and an SCF \( y \) exhibiting the preference change in equation (*). Then let type \( t_i \) deviate from his equilibrium message, and instead send \( m_i'(t_i) = (\alpha_i(t_i), y, 0) \) (his alleged equilibrium message was \( (\alpha_i(t_i), f, 0) \)). The result is that \( y \circ \alpha \) is implemented instead of \( f \circ \alpha \); to see this, note that rule (ii.a) is being used thanks to the properties of \( y \). However, this is a profitable deviation for type \( t_i \), which contradicts that this profile is a Bayesian equilibrium.

Therefore, full Bayesian implementability is equivalent to incentive compatibility and Bayesian monotonicity in economic environments. We already saw that incentive compatibility is sometimes a real constraint that may crowd out interesting social rules. Our next attempt is to get a better understanding of the strength of Bayesian monotonicity (see Palfrey and Srivastava (1987), in which interesting rules are shown
to satisfy Bayesian monotonicity in certain domains).\textsuperscript{40} In general, though, Bayesian monotonicity turns out to be a very demanding condition, representing a serious obstacle to implementability. This is argued in the following example.

Example 10.\textsuperscript{41} Consider an exchange economy as those described in Examples 3 and 7. Let $N = \{1, 2, 3, 4\}$. There is a single commodity—money—and all consumers have one dollar as endowment in each state. The set of allocations may again be infinite or finite: we admit either infinitely divisible money or only all feasible assignments of dollars and cents to the four consumers. The sets of types are $T_k = \{t_k, t_k', t_k''\}$ for $k = 1, 2$, while $T_j = \{t_j, t_j'\}$ for $j = 3, 4$. There are only three states which arise with positive probability: $T^* = \{t, t', t''\}$, where $t = (t_1, t_2, t_3, t_4)$, $t' = (t_1', t_2', t_3', t_4')$, and $t'' = (t_1'', t_2', t_3', t_4')$. Agents 1 and 2 are fully informed, so that for $k = 1, 2$, the posterior probability distributions are

\[ q_k(t|t_k) = q_k(t'|t_k') = q_k(t''|t_k'') = 1, \quad k = 1, 2. \]

Agents 3 and 4 are fully informed only when they are of type $t_j$, i.e., for $j = 3, 4$, $q_j(t|t_{j}) = 1$, but

\[ q_3(t'|t_3') = 0.25, \quad q_3(t''|t_3'') = 0.75, \]
\[ q_4(t'|t_4') = 0.75, \quad q_4(t''|t_4'') = 0.25. \]

The utility functions are as follows:

\[ u_i(x, s) = x_i^{\lambda_i(s)}, \quad \lambda_i(s) \in (0, 1) \quad \forall s \in T, \quad \forall i \in N. \]

Note first that incentive compatibility is not a constraint in this environment. The presence of at least two fully informed agents in each state guarantees that truth-telling is always a Bayesian equilibrium of the direct mechanism for any SCF: one can punish unilateral deviations from truth-telling with the zero bundle for every agent.

In contrast, Bayesian monotonicity is very restrictive in the present example. Let $f$ be an SCF such that for some $s \in T^*$, $s \neq t$, $f(s) \neq f(t)$. Then $f$ is not Bayesian monotonic. To see this, consider a deception $\alpha$ such that every type of every agent reports that he is of type $t_i$: $\alpha_i(s_i) = t_i$ for every $s_i \in T_i$ for all $i \in N$. For this deception, $f \circ \alpha \neq f$ since $f \circ \alpha$ is a constant SCF that assigns $f(t)$ in every state. Bayesian monotonicity requires then the existence of a type $s_i$ and an SCF $y$ exhibiting the preference change of equation (*). Since $f \circ \alpha$ specifies $f(t)$ in every state, it follows that

\[ \forall i, \forall s \in T, \quad U_i(f \circ \alpha \mid s_i) = \sum_{s'_{-i} \in T_{-i}} q_i(s'_{-i}|s_i) u_i(f(t), (s'_{-i}, s_i)). \]

Since for each $i$, $u_i(\cdot, s)$ represents the same ordinal preferences in each state $s \in T$, it follows that for all $i$ and $s \in T$, whenever $U_i(f \mid \alpha_i(s_i)) \geq U_i(y \mid \alpha_i(s_i))$, $U_i(f \circ \alpha \mid s_i) \geq U_i(y \circ \alpha \mid s_i)$. This is sufficient to assert that one cannot find a reversal

\textsuperscript{40}See also Matsushima (1993), where it is shown that Bayesian monotonicity is a trivial condition in environments with quasi-linear utilities.

\textsuperscript{41}Variants of this example were developed in Palfrey and Srivastava (1987), Chakravorti (1992), and Serrano and Vohra (2001).
as specified in (*). Thus, Bayesian monotonicity implies that $f$ must be constant over $T^∗$.

To finish the example, we remark that if one wants to take into account the property rights implied by the initial endowments, one should consider SCFs in which each type ends up with an interim utility no lower than 1. In addition, if one adds efficiency considerations to the social optimum, such an SCF cannot be constant: while it must prescribe the endowment point in state $t$, for insurance reasons, types $t′_3$ and $t′_4$ should write contracts between them to trade part of their endowments. It follows that no such SCF is Bayesian implementable. That is, any mechanism that has a Bayesian equilibrium supporting the desired rule will also have an equilibrium in which every type pretends to be of type $t_i$.

Therefore, in environments like those in Example 10, exact Bayesian implementability reduces to constant SCFs (and of course a planner does not need any sophisticated theory of implementation to impose those). We remark also that Bayesian monotonicity is always a necessary condition for Bayesian implementability, even in two-agent environments. The sufficiency result showed in Proposition 11 also holds for two-agent environments: this is done because the mechanism relies on $f$, the SCF to be implemented, being announced in the equilibrium strategy profile. Thus, the difficulty of identifying a deviator from the “right” announcement does not arise, even if one considers only two-agent settings.

5.1. Virtual Implementation in Bayesian Equilibrium. Given the limitations of Bayesian implementability and the remarkable positive results of virtual Nash implementation, it makes sense to investigate the virtual approach to implementation in Bayesian environments. This was done in Abreu and Matsushima (1992b), Duggan (1997), Serrano and Vohra (2001), and Serrano and Vohra (forthcoming). We begin the subsection with a few more definitions.

Recall that $\triangle$ denotes the set of probability distributions over the set $A$ of social alternatives. A (random) SCF $f$ is a function $f : T \mapsto \triangle$. A (random) mechanism $\Gamma = ((M_i)_{i \in N}, g)$ describes a message set $M_i$ for agent $i$ and an outcome function $g : \prod_{i \in N} M_i \mapsto \triangle$. Recall that $B(\Gamma)$ is the set of Bayesian equilibria of $\Gamma$, and $g(B(\Gamma))$ is the corresponding set of outcomes.

Consider the following metric on SCFs:

$$d(f, h) = \max\{|f(a | t) - h(a | t)| \mid t \in T^*, a \in A\}.$$ 

An SCF $f$ is virtually Bayesian implementable if for all $\epsilon > 0$ there exists an SCF $f^\epsilon$ such that $d(f, f^\epsilon) < \epsilon$ and $f^\epsilon$ is exactly Bayesian implementable.

In investigating the conditions that will characterize virtual Bayesian implementability, note first that a new application of the revelation principle implies that incentive compatibility continues to be a necessary condition (the proof is very similar to that of Proposition 9).\(^{42}\) In addition, the following condition has been shown to be also necessary, as well as sufficient in conjunction with incentive compatibility (Serrano and Vohra (forthcoming)).

An SCF $f$ is virtually monotonic if for every deception $\alpha$, whenever $f \neq f \circ \alpha$, there exist $i \in N$, $t_i \in T_i$, an incentive compatible SCF $x$, and an SCF $y$ such that

$$(**) \quad U_i(y \circ \alpha | t_i) > U_i(x \circ \alpha | t_i), \quad \text{while} \quad U_i(x | t'_i) \geq U_i(y_{\alpha_i(t_i)} | t'_i) \forall t'_i \in T_i,$$

\(^{42}\)Abreu and Matsushima (1992b) and Duggan (1997) provide two independent conditions that, together with incentive compatibility, are sufficient (these are measurability and incentive consistency, respectively). These two conditions are permissive, but they are not necessary; in fact, they are sometimes stronger than Bayesian monotonicity (Serrano and Vohra (2001)).
It is instructive to compare virtual monotonicity with Bayesian monotonicity. The difference between the two is that the preference change in (**) can happen around any incentive compatible SCF \( x \) in the environment, not necessarily around \( f \), as was required in equation (*). Clearly, in the class of incentive compatible SCFs, virtual monotonicity is weaker than Bayesian monotonicity.

Instead of stating and proving the characterization theorem, in order to convey the very positive nature of the results achieved with virtual Bayesian implementation, we introduce the following condition on an environment.

An environment \( E \) satisfies type diversity if there do not exist \( i \in N, t_i, t_i' \in T_i, t_i \neq t_i', \beta \in \mathbb{R}_{++}, \) and \( \gamma \in \mathbb{R} \) such that

\[
U_i(a|t_i) = \beta U_i(a|t_i') + \gamma \quad \forall a \in A.
\]

This condition has a simple interpretation: it requires that the interim preferences over pure alternatives of different types of an agent be different. In the space of preferences, type diversity is generically satisfied by an environment if there are at least three alternatives.\(^{[43]}\)

**Proposition 12.** In economic environments satisfying type diversity, an SCF \( f \) is virtually Bayesian implementable if and only if there exists an equivalent SCF \( \hat{f} \) that is incentive compatible.

**Proof.** Without loss of generality, let \( \hat{f} = f \). We already know that incentive compatibility is always a necessary condition for virtual Bayesian implementability. It remains to show sufficiency.

First of all, it can be shown that type diversity guarantees the existence of random SCFs \( l_i(t_i) \) that are constant over \( T \) and that satisfy

\[
U_i(l_i(t_i)|t_i) > U_i(l_i(t_i')|t_i) \quad \forall t_i' \in T_i, \forall t_i \in T_i, t_i' \neq t_i.
\]

In addition, our assumption of economic environments ensures NTI.

We now construct a mechanism that virtually implements \( f \) in Bayesian equilibrium. Let \( \Gamma = ((M_i)_{i \in N}, g) \), where \( M_i = T_i \times T_i \times A \times \mathbb{Z}^+ \). A typical message sent by agent \( i \) will be denoted \( m_i = (t_i^1, t_i^2, a_i, z_i) \). A strategy of agent \( i \) is denoted \( \sigma_i \), where \( \sigma_i : T_i \to M_i \). Let \( t_i^1 = (t_i^1, \ldots, t_i^k) \) be the profile of first type reports, and \( t_i^2 = (t_i^2, \ldots, t_i^k) \) be the profile of types reported in second place by each agent.

Let \( L = \{(l_i(t_i))_{i \in T} : i \in N\} \) be the collection of all (constant) SCFs implied by type diversity. Let \( L(t) = \{(l_i(t_i))_{i \in T} : i \in N\} \) and \( \bar{l} = \frac{1}{|L|} \sum_{l \in L} l \). Note that the SCF \( \bar{l} \) is constant over all \( t \in T \). For any \( a \in A \) and \( \lambda \in [0, 1] \) let \( a(\lambda) = \lambda a + (1 - \lambda)\bar{l} \).

For \( \epsilon \in (0, 1) \), the outcome function \( (\epsilon\text{-close to } f) \) is defined as follows:

(i) If there exists \( j \in N \) such that for all \( i \neq j \), \( m_i = (t_i, t_i, a_i, 0) \) and \( z_j = 0 \),

\[
g(m) = (1 - \epsilon) f(t^1) + \frac{\epsilon}{2n} \sum_{i \in N} l_i(t_i^1) + \frac{\epsilon}{2} \bar{l}.
\]

(ii) If there exists \( j \in N \) such that for all \( i \neq j \), \( m_i = (t_i, t_i, a_i, 0) \) and \( z_j > 0 \),

\[
g(m) = (1 - \epsilon) f(t^1) + \frac{\epsilon}{2n} \sum_{i \in N} l_i(t_i^2) + \frac{\epsilon}{2} \bar{l}.
\]

\(^{[43]}\)In environments satisfying type diversity, Abreu–Matsushima’s measurability, Duggan’s incentive consistency, and Serrano–Vohra’s virtual monotonicity are satisfied by every SCF. Therefore, the proof below does not need to rely on any of these conditions. We borrow this proof from an earlier draft of Serrano and Vohra (forthcoming).
(iii) Otherwise, denoting by \( h \) the agent with the lowest index among those who announce the highest integer,

\[
g(m) = (1 - \epsilon) f(t^1) + \frac{\epsilon}{2n} \sum_{i \in N} l_i(t_i^2) + \frac{\epsilon}{2} a_h \left( \frac{z_h}{z_h + 1} \right).
\]

A strategy profile where for each \( i \in N \) and each \( t_i \in T_i \), \( m_i(t_i) = (t_i, t_i, a_i, 0) \) is a Bayesian equilibrium of the mechanism \( \Gamma \). To see this, note that changing the first type report is not a profitable deviation because \( f \) is incentive compatible and because \( U_i(l_i(t_i) \mid t_i) > U_i(l_i(t_i') \mid t_i) \) for any \( t_i' \neq t_i \). The latter condition also implies that it is not profitable to change the announcement of the number and the second type report. Changing the announced alternative \( a_i \) does not alter the outcome. Therefore, the proposed strategy profile is a Bayesian equilibrium of \( \Gamma \).

Next, note that using the standard argument for the integer game, an equilibrium cannot happen under rule (iii), or under rules (II) or (i) when an agent is announcing different types. In the last two cases, the reason is simply that the integer game can be triggered by a unilateral deviation.

Finally, there cannot be an equilibrium of \( \Gamma \) under rule (i) where all agents report the same type twice and the number 0, but where these type reports are not truthful. Otherwise, given the properties of the SCFs \( l_i(t_i) \), any agent who is not reporting his true type could increase his expected utility by reporting his true type in second place and choosing a number greater than 0. Thus every equilibrium corresponds to case (i), for all \( t \in T^* \), with all agents reporting their types truthfully.

Example 11. Consider the exchange economy of Example 10, and note that type diversity is satisfied whenever the constants \( \lambda_i(s) \) are all different. Thus, for almost every environment in this example, every SCF is virtually Bayesian implementable.

6. Concluding Remarks and Other Topics. The results reported in this survey identify the class of SCRs that can be implementable under complete and incomplete information when the agents are assumed to play either dominant or equilibrium strategies. We have learned that implementation in dominant strategies is very restrictive when the planner has no information about the agents’ preferences, i.e., when she must consider the unrestricted domain of preferences. On the other hand, positive results emerge on restricted domains, leading to the identification of interesting SCRs, whose implementation is therefore particularly robust. For implementation in Nash equilibrium, the key condition is monotonicity, which allows for more permissive results, especially when set-valued goals are considered. If one turns to incomplete information, implementation in Bayesian equilibrium is more restrictive: apart from incentive compatibility, there are obstacles related to Bayesian monotonicity, which may be quite demanding.

The virtual approach to implementation stands out as an extremely permissive theory. Almost always one can virtually implement any incentive compatible social rule. This approach may be especially successful in applications where one should allow some degree of freedom in making “mistakes” in the implementation of the rule and in the exact specification of the agents’ preferences. In dealing with specific applications, one should strive for the design of mechanisms less abstract than the ones constructed in this survey. Modern technology makes this concern less pressing, though, at least if one expects this theory to inspire the design of mechanisms to be played over a computer network: for example, random devices, modulo games, and the like can easily be implemented via computer protocols.
We close with a brief discussion of other important topics that have been touched upon by the theory of implementation. The list is not meant to be comprehensive, and apologies are due to the authors whose work is not mentioned.

**Other Solution Concepts.** One can adopt different forms of behavior of agents other than dominance and Nash equilibrium. This would correspond to employing other game theoretic solution concepts, including undominated equilibrium (Palfrey and Srinavastava (1989b, 1991), Jackson, Palfrey, and Srinavastava (1994), Sjostrom (1994)), dominance solvability and iterative elimination of dominated strategies (Moulin (1979), Abreu and Matsushima (1992a, 1994)), trembling-hand perfect Nash equilibrium (Sjostrom (1993)), and strong Nash equilibrium (Maskin (1979)). The key issue analyzed here is how the necessary conditions identified for these concepts compare to monotonicity. Although no general statements are available, one can sometimes get more permissive results.

**Commitment Issues.** The theory presented in the current paper assumes that the designer can commit to the mechanism she proposes, or if there is no designer, that the outside enforcer will be able to enforce the outcome prescribed in the mechanism, whatever this is. Suppose, however, that some of the outcomes prescribed are not efficient. Then agents have an incentive to renegotiate them before they go to the enforcer. The constraints that renegotiation imposes on implementability were studied in Maskin and Moore (1999) (see Rubinstein and Wolinsky (1992) for a different approach). Some other times the outcome prescribed leaves agents worse than they started, raising the issue of whether they would want to participate in such a mechanism (Jackson and Palfrey (2001) study this problem of voluntary implementation). Finally, the possibility of having the planner as a player was introduced in Baliga, Corchón, and Sjostrom (1997) and Baliga and Sjostrom (1999).

**Simplicity and Robustness.** One criticism raised against the canonical mechanism is that it may be too complex. If the designer has good information about certain aspects of preferences (e.g., the rates at which agents want to substitute the consumption of one good for another), it is possible to write simpler mechanisms that rely on a small number of parameters, such as prices of marketed goods (see, e.g., Dutta, Sen, and Vohra (1995)). One can argue that relying on simpler mechanisms leads to more robust implementation. Other ways to model robustness have taken the form of double implementation (i.e., the mechanism is able to implement in two—or more—solution concepts, as in Yamato (1993)) or continuous implementation (by constructing continuous outcome functions, as in Postlewaite and Wettstein (1989)).

**Applications.** As we said above, less abstract, more realistic mechanisms can be designed when one deals with a specific application. One important research agenda in game theory, known as the Nash program, aims to design mechanisms that implement specific cooperative solutions. In doing so, an explicit desideratum of such mechanisms is their “appeal” in terms of realistic ways for agents to interact; see the celebrated implementation of the Nash bargaining solution via Rubinstein’s game of alternating offers (Nash (1950b), Rubinstein (1982), Binmore, Rubinstein, and Wolinsky (1986)).

---

44 Serrano (1997) proposes a general approach to understand the Nash program under the theory of implementation.
residents; see Roth (2002)). Perhaps even more amazing is that mechanisms are sometimes the consequence of wise ancient tradition (Cabrales, Calvó-Armengol, and Jackson (2003) report on a cooperative of farmers in Andorra; for centuries, these families of farmers have been making payments to the cooperative to provide fire insurance, and it turns out that the mechanism used Nash implements an almost efficient allocation).

Bounded Rationality. Some early attempts were made to understand the properties of learning Nash equilibria in mechanisms that implement Walrasian allocations (Jordan (1986)). More recently, Cabrales (1999) and Cabrales and Ponti (2000) analyze the convergence properties of several dynamic processes in some of the canonical mechanisms. Some of their conclusions are quite interesting. For example, it turns out that the type of learning process specified in Cabrales (1999) for the canonical mechanism of Nash implementation always converges to the Nash equilibria of the mechanism, thereby dispelling the claim that this mechanism is far too complex; see also Sandholm (2002) for an interesting application of evolutionary implementation. Finally, Eliaz (2002) studies a model in which a number of agents are faulty (their behavior is totally unpredictable); even their identity is unknown to the designer. Interestingly, his results can also be related to monotonicity.

A Final Tribute: Early Work. To conclude, one should pay tribute to history and, at least, mention briefly the classic early contributions. As antecedents, one must begin with the early thinkers in the fields of moral philosophy and political economy, fascinated as they were with the problem of how to reconcile the “private vices”—selfish behavior—and the “public benefits”—socially desirable goals—(e.g., Mandeville (1732), Smith (1776)). Another noteworthy set of precursors came much later. In the first half of the 20th century, socialist and nonsocialist writers participated in a debate concerning the advantages of a market system—in terms of decentralized information—versus socialist economics—where all decisions are centrally taken—(Lange (1936, 1937), Hayek (1945)). All these efforts culminated in the fundamental theorems of welfare economics, which relate the performance of decentralized markets to the efficiency of the system (see, for example, Mas-Colell, Whinston, and Green (1995, Chapter 16)). In a groundbreaking work in mathematical social choice, Arrow (1951) shed light on the problem of aggregating individual preferences into social rankings, and obtained his famous impossibility theorem: there does not exist any nondictatorial social ranking that is compatible with basic reasonable properties of individual preferences. Arrow’s result is a first instance of the difficulties encountered later, for example, in the theory of implementation in dominant strategies, although his work did not take agents’ incentives into account. Within standard economic theory, the difficulties created to market performance by the presence of public goods were advanced in Samuelson (1954) and by asymmetric information in Akerlof (1970) and Mirrlees (1971). Many of these contributions paved the way for the seminal work of Hurwicz (1960, 1972). Hurwicz’s work can be justly called the beginning of the theory of implementation, whose essential components we have attempted to describe.

Acknowledgments. I thank two anonymous referees, Georgy Artemov, Antonio Cabrales, Randy LeVeque, Simon Levin, Eric Maskin, Rene Saran, and Rajiv
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